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Abstract.

This contribution exemplifies a workflow for the quantitative operationalization and
analysis of historical literary reception. We will show how to encode literary historical
information in a dataset that is suitable for quantitative analysis and present a nuanced
and theory-based perspective on automated sentiment detection in historical literary
reviews. Applying our method to corpora of English and German novels and narratives
published from 1688 to 1914 and corresponding reviews and circulating library catalogues,
we investigate if a text’s popularity with lay audiences, the attention from contemporary
experts or the sentiment in experts’ reviews can be predicted from textual features, with
the aim of contributing to the understanding of how literary reception as a social process
can be linked to textual qualities.

1. Introduction

For traditional literary studies approaches, the text itself is hardly ever the only subject
of investigation when addressing questions related to developments in literary history.
Instead, a wide range of complementary data, from letters to reviews and poetological
treatises, are employed to embed a text, its production, and its reception in a broader
literary historical context. Such a richness of detail and context is per defintionem not
achievable when working with quantitative methods: When analyzing hundreds or
thousands of texts, linking each and every one of them to their immediate context of
production and reception is simply not feasible. The first hurdle of such a context-heavy
quantitative approach is the lack of available data. In comparison to the entire mass of
literary history, there are only few literary works which have been researched thoroughly
enough to be described on all levels of production and reception. The second hurdle is
that of formalization and operationalization. Even if qualitative research about all texts
was available, this unstructured data would need to be digitized and operationalized to
be used for quantitative analysis, again leading to a loss of detail.
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CONFERENCE Modeling and Predicting Literary Reception

Building on context-sensitive approaches suggested in previous research, it is the aim of
this contribution to find an appropriate level of abstraction in “data-rich literary history”
(Bode 2018, pp. 37-57) by exemplifying a workflow for the quantitative operational-
ization and analysis of historical literary reception, and to use this newly formalized
data to investigate if external markers of reception can be predicted from features of the
texts themselves. In the course of this paper, we will (1) show how to encode literary
historical information in a dataset that is suitable for quantitative analysis, and apply
this method to a collection of roughly 1,200 English and German novels and narratives
published between 1688 and 1914 along with data on the reception of these works by
their contemporaries, (2) present a nuanced and theory-based perspective on auto-
mated sentiment detection in historical literary reviews, and (3) compare contemporary
experts’ reviews and a text’s popularity to textual features that reflect a text’s complexity

and distinctiveness.

As part of a greater research interest in the comparative analysis of canonization pro-
cesses in English and German literary history (see Brottrager, Stahl, and Arslan 2021),
our approach operates between the poles of a text’s canonization status today—a result
of a myriad of stacked selection processes—and its reception by its immediate contem-
poraries. The comparison between English and German literary history seems especially
fruitful here, as their classical periods are temporarily as well as philosophically far
apart. The German classical period from 1770 to 1830 with its focus on the authorial
genius and aesthetic autonomy remains a figurative yardstick for subsequent genera-
tions of writers and critics, ingraining the dichotomy of light fiction and high literature
in German literary history (Heydebrand and Winko 1996, pp. 151-157), while such a
stark distinction is not encoded in English literary history. By comparing these two very
different traditions over a time span that encompasses the German Classicism, but also
the rise of the novel'and the so-called “Novellenflut” as phenomena of popular fiction,
we will be able to show how initially well-received literary texts get lost in the so-called

“Great Unread”, while others are elevated into the canon.

We will begin by discussing examples of context-rich approaches to literary reception
and previous research on the categorization of reviews in the context of computational
literary analyses (Section 2). This overview of practical applications will then be followed
by an in-depth examination of the theoretical background of verbal judgments and
evaluative actions in literary reception. Following the description of our canon-conscious
corpus selection, the paper’s third and fourth section will show how historical sources
of literary information can be encoded in a dataset by adding reviews as representations
of verbal value judgements and circulating library catalogues as proxies for audiences’
interests. The methodological part of this contribution (Section 5) will show how we
have implemented a SentiArt-inspired approach (A. M. Jacobs 2019) to evaluative
language for the differentiation of literary reviews. Then, we present how we used the
historical data introduced in previous sections to analyze to which extent the popularity
and reception of literary works can be explained with qualities of the texts themselves. In
the discussion (Section 7), we will illustrate how the theoretical framework of historical

evaluation is reflected in our results.
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2. Previous Work

While the examination of text-related metadata categories, such as authorial gender,
genre, publication date, and broad thematic categories has already been introduced
in early contributions to the field of Computational Literary Studies (CLS) (Jockers
2013; Moretti 2013), the study of reception-related data is not yet as established. Some
studies have suggested measures of prestige and popularity (Underwood and Sellers
2016; Porter 2018; Underwood 2019; Algee-Hewitt, Allison, et al. 2016), where these
categories reflect to some degree reception-related aspects: In their paper “The Longue
Durée of Literary Prestige”, Underwood and Sellers define prestige as a dichotomy by
distinguishing poems according to whether or not they were reviewed in prestigious
journals (2016, pp. 323-325, see also Underwood 2019, pp. 68-110). Algee-Hewitt et al.
(2016) similarly determine their investigated texts” prestige, but do so by operational-
izing the category as the number of bibliographical entries in the MLA featuring the
author as the “Primary Subject Author”. Additionally, they introduce the category of
popularity, which they model as the combination of the number of reprints and transla-
tions (2016, p. 3). Capturing modern readers’ responses, Porter (2018) constructs a score
representing the popularity of authors by combining metrics taken from Goodreads (the
number of ratings, the number of reviews, and the author’s average rating). Analogous
to Algee-Hewitt et al. (2016), prestige is determined by counting MLA entries (2018,

pp- 3-4).

The hesitation to include historical reviews as actual textual data seen in the examples
above is understandable: Reviews often have to be retro-digitized before they can be
analyzed, and established methods developed for categorizing shorter, more straight-
forward modern language reviews such as sentiment analysis are not as reliable when
confronted with historical language. Du and Mellmann (2019) address these issues
and suggest a multi-layered approach when dealing with historical reviews: Instead of
relying solely on lexicon-based sentiment analysis,! they aggregated a metric that takes
the distance between sentiment expression and author name into account to ensure that
value judgments directly connected to an author’s work are more strongly weighted.
Combined with textual features such as (lemmatized) n-grams with weights based on
tf-idf and word embeddings, these sentiment values were then used to train a Support
Vector Machine (SVM) which correctly identified positive, negative, and neutral sen-
tences extracted from reviews with an overall average accuracy of 0.64 and up to 0.76

for only positive and negative sentences (Du and Mellmann 2019, p. 11).

When discussing the historical specificity of literary reviews and their implicitly marked
registers (2019, p. 13), Du and Mellmann hint at elements of verbal judgments that are
also extensively investigated by Heydebrand and Winko (1996) in their introductory
work on evaluation in literature. According to Heydebrand and Winko (1996, p. 62),
a verbal value judgement can be defined as an illocutionary act of utterance through

which an object is ascribed an attributive value. This attributive value in turn links

1. Du and Mellmann use a manually modified version of the German sentiment lexicon SentiWS (Remus,
Quasthoff, and Heyer 2010).
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back to a defined value system. Different value systems lead to different attributive
values: While in one historical context a specific characteristic is seen as valuable, it
can be ascribed less value in another historical period (Heydebrand and Winko 1996,
pp. 111-131, 134-162).

In addition to verbal value judgements, Heydebrand and Winko elaborate on social
components of evaluation, especially those connected to selection processes. They
point out that decisions for or against a text are evaluative operations that structure all
levels of the literary system, from a publisher’s acceptance of a manuscript to a reader’s
individual buying decision (1996, p. 79). Selective decisions by literary critics? are
especially impactful, as the existence of professional reviews spotlights a text when
compared to the mass of all other published but unreviewed competitors (1996, p. 99).

Similar to our previous work on the issue of canonization (Brottrager, Stahl, and Arslan
2021), introducing an operationalization for contemporary reception based on the
theoretical framework provided by Heydebrand and Winko (1996) aims at creating
comparability within our own project, but is also part of a greater effort in the field of
CLS to find suitable, reproducible, and adaptable implementations for complex literary
concepts (see Alvarado 2019; Schroteret al. 2021; Pichler and Reiter 2021). This work is
also in line with a turn towards creating.and publishing datasets and corpora, either as
full text repositories (e.g. Odebrecht, Burnard, and Schoch 2021) or as deduced text
formats (e.g. Schoch et al. 2020).

3. Corpora

For the compilation of our two corpora, we systematically adapted an approach proposed
by Algee-Hewitt and McGurl (2015) in their contribution on creating a balanced novel
corpus for the 20 century. To tackle what they call “dilemmas of selection” (2015,
p- 1), they combine existing best-of and bestseller lists with commissioned lists of novels
suggested by experts of Feminist and Postcolonial Studies to create a corpus that entails
multiple dimensions of canonicity: First, a very narrowly defined normative canon of
the ‘best’ novels written in the 20t century, second, financially successful and thus
presumably popular novels, and third, novels belonging to an alternative canon of
marginalized texts. In contrast to “samples of convenience” usually found in readily
available online collections, which are “no doubt equally, if not more biased than the lists
we have assembled” (2015, p. 22), using a predefined corpus list allows for a monitoring

of availability issues and canonical biases.

For corpora covering the Long 18" and 19t Century (1688-1914), comparable lists
are not or only partially available. To be able to still apply a similar logic, we had to
find a way to adequately replace both existing and commissioned lists. As described
above, the lists represent different dimensions of the canon, which can also be replicated

when using lists of mentions extracted from differently motivated literary histories and

2. Heydebrand and Winko call them and other professional agents in the literary field “Verarbeiter” (=
processors) (1996, p. 99)
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CONFERENCE Modeling and Predicting Literary Reception

Figure 1: Temporal distribution of textsin our corpora

other secondary sources. By relying on lists of texts deemed relevant by experts with
different focal points, we would still be able to contrast the “found” corpus (2015, p. 4)
of already digitized material with a “made” list (2015, p. 15) of, if not commissioned,
but still purposely gathered texts. To capture the essence of normative best-of lists, we
used exclusive narrative literary histories and anthologies. Lists of popular literature
and marginalized literary texts were reconstructed by including specialized sources
(e.g. companions to literature by women authors and literature from geographical
peripheries, sources on light fiction and popular genres) and by surveying the broader

academic canon (e.g. companions to specific genres and periods).

The resulting list was then used as a basis for the corpus compilation. In a first iteration,
we checked online full text repositories.> For texts not already available as digitized full-
text, we looked for high-quality scans or scanned and retro-digitized them ourselves. As
Algee-Hewittetal. (2016, p. 2) point out, the retro-digitization is cost- and time-intensive,
which is why we did not retro-digitize all missing entries, but deliberately included
texts that added a degree of diversity to our corpus because they were written by an
author not already included, represent a niche genre, or other forms of marginalized
literature. To ensure high-quality transcriptions, the workflow combines automated

optical character recognition (OCR) and manual post-corrections.

3. Textgrid, Deutsches Textarchiv (DTA), Eighteenth Century Collections Online (ECCO), Project Gutenberg
US, Projekt Gutenberg-DE, Project Gutenberg Australia, Project Gutenberg Canada, Sophie, ebooks@Adelaide
(no longer available, but still accessible through the Internet Archive)
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CONFERENCE Modeling and Predicting Literary Reception

The compilation resulted in an English corpus of 605, and a German corpus of 547 texts.
The temporal distribution of publication dates in both corpora is shown in Figure 1.
In both corpora, the number of texts increases around 1770, which corresponds to
historically informed expectations linked to the rise of the novel in both English and
German literary history. Later spikes in the English corpus are primarily caused by the
inclusion of collections of (short) stories, which are incorporated as individual texts.

4. Complementary Data

To be able to model literary evaluation as described by Heydebrand and Winko (1996),
we expanded our dataset to include representations of verbal value judgements and read-
ers’ selective choices. While verbal value judgements are directly preserved in historical
reviews, the reconstruction of readers’ choices is not as straightforward. Transferring
Heydebrand and Winko’s idea of the buying decision to the time frame in question
seems impractical because particularly for earlier time periods covered by our corpora,
reliable sales numbers are not available. Additionally, we wanted to introduce a measure
that explicitly encapsulate a text’s popularity with lay audiences in contrast to expert
opinions recorded in reviews, and historically, buying books was simply not the way the
majority of readers accessed their reading materials. Here, entries in circulating library
catalogues seem to be a better suited proxy: Circulating libraries relied heavily on the
popularity of the items they advertised and had to adapt to audiences’ preferences in
order to remain profitable (E. H. Jacobs 2003), which makes the existence of catalogue
entries a suitable representation of a text’s popularity.

4. Reviews

In both the English-and German-speaking Europe, the rise of literary periodicals coin-
cides with the commercialization of the literary market (see Italia 2012), which lead to
an exponential growth of available reading material and a resulting need for selection.
As a consequence, literary periodicals can be seen as structuring devices (Plachta 2019)
that place the reviewed texts along a gradient from well to poorly received, but also
distinguish between texts that were interesting enough to be reviewed and the remain-
ing mass of texts that were published at the same time. In addition to reviews being
written by professional readers, numerous influential publications were directly linked
to central figures of the literary sphere: Authors such as August Friedrich Kotzebue and
Tobias Smollett, for example, acted as founders and editors of the Blitter fiir literarische
Unterhaltung and The Critical Review, respectively. This direct involvement of authors as
professional reviewers (see Heydebrand and Winko 1996, pp. 188-210) further accentu-
ate the difference between evaluations by (peer) experts and popularity with broader
audiences, as it is recorded in circulating library catalogues described below.

Due to the sheer number of literary journals published in the time span covered by our
corpora, the selection of representative journals is based on considerations of influence
and outreach, but also availability. For the English dataset, we were able to rely on
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some already digitized reviews accessible through the database British Fiction 1800-1829
(Garside 2011, based on Garside and Schowerling 2000) and used the corresponding
analogue bibliography for the time span from 1770-1799 (Raven and Forster 2000) to
locate referenced reviews. The database and bibliography primarily list reviews in The
Monthly Review (MR) (covering the years from 1800 to 1830) and The Critical Review (CR)
(1800-1817), but also feature references to La Belle Assemblée (BA) (1806-1830), Flowers of
Literature (FL) (1801-1809), and The Star (surveyed for 1800 through 1830). Additionally,
we consulted the database The Athenaeum Project (ATH) (City University London 2001)
which provides access to searchable indices of the eponymous journal published from
1828 to 1923. For the German dataset, we consulted the database Gelehrte Journale und
Zeitungen der Aufklirung (GJZ18 2021), but also relied heavily on the monthly and yearly
indices of selected journals which were especially influential during their respective
running time: Allgemeine Literatur-Zeitung (ALZ) (1785-1849), Morgenblatt fiir gebildete
Stinde (MGS) (1807-1865), Blitter fiir literarische Unterhaltung (BLU) (1826-1898), and
Deutsche Literaturzeitung (DL) (1880-1993).

As the available scan quality as well as the fonts and type settings differed widely
across the selected publications, we trained multiple recognition models using OCR4all
(Reul et al. 2019), which were then combined in several iterations of text recognition.
Collective reviews of multiple texts.were split into parts concerning the referenced
texts, and frequently featured lengthy quotes from the reviewed texts were replaced by
ellipses.

In sum, we have collected 254 English and 221 German reviews. As some of them
address the same texts, this results in 197 reviewed texts in the English and 176 reviewed
texts in the German corpus, which means that we were able to link almost a third of
each corpus to at least one historical review. Figure 2 shows the temporal distribution
of reviews for both.corpora. With the exception of a major gap in reviews concerning
English texts from 1820 to 1830, which is most likely caused by the running time of the
surveyed journals, the reviews are quite evenly distributed from 1780 onward. The lack
of data before 1780 can again be linked to the selected journals, which is why all textual
analyses (see Section 6) will take this bias into account.

4.2, Circulating Libraries

Similar to the emergence of literary journals, the introduction of circulating libraries
is closely associated with the explosion of publication numbers related to the rise of
the novel and the revolution of reading in the second half of the 18 century (Martino
1990, pp. 1-134). By lending books to people who, as Gamer puts it, “would never have
considered buying fiction” (2000, p. 65), circulating libraries can be seen as a form of
democratizing literary consumption. However, the libraries’ broadening target group
also caused concern with contemporaries, who warned against the moral corruption
caused by circulating libraries” focus on crowd-pleasing light literature (Jager 1982,
pp- 263-264). Despite this criticism, circulating libraries became essential actors in the
19t century literary market, with some libraries, such as Mudie’s Circulating Library,
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Figure 2: Temporal distribution of reviewed texts

gaining so much influence and “purchasing power” that they could single-handedly
”sell or condemn a book” (Katz 2017, p. 405).

Analogously to our approach to literary journals, the selection of specific catalogues is
determined by questions of importance and availability. The issue of availability is more
salient in this case: Compared to the number of preserved and recorded catalogues
(Martino 1990, pp-'917-1017), only very few of them are available as digital surrogates,
which limits our options quite significantly. Nonetheless, we managed to find four
English and six German catalogues published between 1809 and 1907 and 1790 and

1901, respectively, allowing for an adequate coverage of the 19t

century. For the English
dataset, we surveyed the 1809 catalogue of W. Storry’s General Circulating Library (York),
the 1829 catalogue of Hookham’s Library (London), and two catalogues (1873 and 1907)
for Mudie’s Select Library (London). Due to the municipal library of Vienna’s digital
research focus on library catalogues, the German dataset is heavily skewed towards
Viennese libraries and includes the 1790 and 1812 catalogues of rentable books at Johann
Georg Binz’s bookstore, Carl Armbruster’s 1813 catalogue, |. August Bachmann’s 1851
catalogue, Friedrich Gerold’s 1850 catalogue, and the 1901 catalogue of the Literatur-
Institut Ludwig und Albert Last. Linking our corpus texts with entries in these catalogues
required a two-step approach: Due to the diverging formats and indexing methods, and
inconsistent titles and spelling variations, we combined a full-text search of automatically

recognized text with a manual double-check of indices for each catalogue.
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Figure 3: Temporal distribution of entries in circulating library catalogues

Of all 1,153 novels and narratives in our corpora, 763 were referenced in at least one of
the catalogues we surveyed. Especially the coverage for the English corpus is significant:
75.54 percent of all texts and 78.57 percent of all featured authors appear in at least one
catalogue. The same'is true for 55.94 percent of all German texts and 54.34 percent of
all German-speaking authors. The temporal distribution of texts available in library
catalogues is presented in Figure 3. Whereas the circulating library entries for the
German texts are quite evenly distributed from 1780 to 1914, there is more variance
in the English corpus. From 1780 to 1890, the mean number of texts referenced in a
catalogue per year is 3.37, while for the years after 1890, the mean rises to 7.96. This
is certainly due to the inclusion of collections of stories mentioned in Section 3, but
also indicates that the last English catalogue published in 1907 features many recent
publications.

5. Methods

With our text collections and complementary historical reception data being made avail-
able for quantitative analysis, we investigated whether a text’s reception can be linked to
certain textual qualities. For this, we formalized and summarized reviews by using sen-
timent analysis. We employed both an established and a custom sentiment analysis tool

and assigned a sentiment score to each review. Then, we identified and extracted textual
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features from our corpus texts that represent a text’s lexical and syntactic complexity
and its distinctiveness within the corpus. Based on these features and the reception data,
we trained a regression model to predict the sentiment scores of reviews, and classifiers
to predict the popularity with both reviewers and lay audiences.

5.1. Evaluative Language in Reviews

As described above, a basic sentiment analysis alone often fails to detect differences
between historical reviews (Du and Mellmann 2019). This is partially due to the tools
being designed for modern language usage, but also due to specificities of evaluative
language in literary reviews. When examining the collected reviews, it becomes apparent
that especially negative reviews are often quite vague in their criticism and balance
out criticism by mentioning minor positive aspects. Additionally, the reviews differ
significantly in length—some of them consist of only a few sentences, while others
span over several pages, featuring detailed plot synopses. Unsurprisingly, tools such
as TextBlob (Loria 2018) and its extension for German, textblob-de (Killer 2019), are
often not able to detect these subtleties.In a preliminary experiment with a test set of
15 positive and negative reviews for each dataset, TextBlob correctly identified all 15
positive English reviews and 13 positive German reviews, but only 8 negative English
and 6 negative German reviews. With precision rates of 68.18 and 59.09 percent, we
decided to implement an alternative:approach using word embeddings to define the
positive and negative poles of evaluative language in the specific context of historical

reviews.

From a linguistic point'of view, the evaluative language to be detected is an instance of
appraisal (Halliday and Matthiessen 2014, Martin and White 2007). To be able to include
not only explicit evaluative expressions on the word level (e.g. ‘this is an excellent novel”)
but also more implicit forms of appraisal (e.g. the positive connotation of ‘Gestalt” and
negative connotation-of ‘Geschopf” described by Du and Mellmann 2019, p. 13) we
ascribe words a value that represents their similarity to explicit evaluative expressions

by calculating their distances in word embeddings.

Adapting an approach to sentiment analysis suggested by Jacobs (2019), we define the
reference points by using what Jacobs calls “label words”. However, in contrast to Jacobs
who uses a theoretically and empirically tested set of emotion words, we use manually

compiled lists of evaluative words that stood out as especially positive or negative in a

close reading of a sample set of reviews.*

4. Positive label words for English: excellent, admirable, estimable, exemplary, invaluable, incomparable, superb,
outstanding, wonderful, perfect, superior, worthy, fine, exceptional, skillful, masterful, extraordinary, impressive, notable,
noteworthy

Negative label words for English: terrible, grievous, hideous, ghastly, disgusting, unfavourable, disagreeable, distaste-
ful, error, fault, unpleasant, imprudent, unlikely, undesirable, unreasonable, absurd, offensive, unsuitable, questionable,
disconcerting

Positive label words for German: anziehend, genial, geistreich, angemessen, wahr, poetisch, gelungen, dsthetisch,
originell, kiinstlerisch, edel, grofartig, dichterisch, meisterhaft, wertvoll, tadellos, wahrhaft, ideal, echt, hervorragend
Negative label words for German: misform, iiberspannt, diirftig, seltsam, schédlich, unfertig, frech, enttiduschung,
schwiiche, tadel, simpel, iibertrieben, iiberfliissig, fehler, niedrig, grauenhaft, umstindlich, oberflichlich, mittelmdifsig,
unnatiirlich
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Figure 4: Distribution of sentiment scores across reviews in English journals

We then generated word2vec embeddings (Mikolov et al. 2013) for both languages,
using the corpora and reviews as textual basis. For each manually determined label
word, we added the words that were the most similar in the word embeddings” to the
respective lists of positive or negative label words. Then, we filtered both the label words
and newly added similar words according to the following criteria: With our approach,
a focus on evaluative language on the word level seems most practicable, which is why
we excluded all word classes but adjectives and nouns. As an additional prerequisite, we
only included words whose relative frequency in the reviews is higher than their relative
frequency in our corpora. By doing so, we model the particular register of reviews and
thus exclude words used in the plot descriptions. Finally, to ensure some degree of
generalizability, we only included words that belong to the 10,000 most frequent nouns

and adjectives in all reviews.

After applying these limitations to the lists, we performed an affinity propagation

5. As the German word model is less stable, we only used the two most similar words, while for the English
model, we were able to include the ten most similar words.
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Figure 5: Distribution of sentiment scores across reviews in German journals

clustering algorithm for both positive and negative evaluative words. This is necessary
because all evaluative words are relatively close to each other in the word embeddings
and combining positive and negative words helps to identify stable and unambiguous
clusters. Then, we manually chose the most representative clusters to define the positive

and negative poles of evaluation, represented by the centroid of each of these clusters.

Based on the centroids, we calculated the cosine similarities between the positive and
negative clusters and each word that belongs to the 10,000 most frequent adjectives or
nouns more typically used in reviews. By subtracting the normalized sum of the negative
similarities from the normalized sum of the positive similarities, we then determine

whether a specific word is closer to the positive or negative cluster centroids.

Compared to TextBlob, our ad hoc SentiArt approach performs better at recognizing
negative reviews: 12 out of 15 English and 10 out of 15 German negative reviews in the
test set were attributed correctly. However, the SentiArt implementation performs worse
for positive reviews, correctly identifying 9 positive English and 8 positive German
reviews. The distributions across reviews from different journals in Figure 4 and 5
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show that the SentiArt approach generally produces more negative scores, especially for
English reviews. To make use of the strengths of both implementations, we conducted
the analyses separately with the scores from the TextBlob and SentiArt approaches, as
well as with a combination of both.

5.2. Text Features

Based on two publications that surveyed the use of text features in stylistic and author-
ship attribution studies (Lagutina et al. 2019; Stamatatos 2009), we considered several
textual levels for extracting features which are generally associated with a text’s quality,
complexity, and distinctiveness. An overview of all features is presented in Table 1.

Due to the limited size of our corpora, we split the texts into chunks of 200 sentences
and calculated the features for each chunk, treating it as a separate document. This
lead to some loss of data, since we did not include a text’s last section if it was too
short to constitute a full chunk. Not all features can be calculated for chunks; the
semantic features (see Table 1) need be calculated for a whole document because they
are measures of the distance between chunks. If a feature’s nature permitted that it was
calculated for chunks (here called chunk-type features, as opposed to document-type
features), we also calculated it for wholetexts, treating a text as one chunk. This way, we
obtained two datasets: the chunk-based dataset, which contains the chunk-type features
for each chunk, and the document-based dataset which contains the document-type
features plus the chunk-type features calculated on the whole texts. We combined
the two datasets in two ways: For the document plus averaged chunks dataset, the
document-based dataset was left unchanged and combined with an average across the
chunks of a text in the chunk-based dataset. In the other dataset, called the chunks plus
copied document dataset, the document-type features were added to the chunk-based
dataset of each respective text.

On the level of characters, we included the ratio of various special signs (punctuation
marks, whitespaces, digits, uppercase letters, commas, exclamation and question marks),
while on the word level, we used the ratio of unique uni-, bi-, and trigrams as well as the

type-token-ratio as measures of lexical diversity, and the uni-, bi-, and trigram entropy.°®

Established features in stylistic analyses such as tf-idf, bag-of-words representations,
and n-gram frequencies (Lagutina et al. 2019) have the disadvantage that every word
or n-gram constitutes an individual feature, leading to high-dimensional datasets on
which classifiers easily overfit. As an alternative, we developed a measure called corpus
distance, which is the cosine distance between a text’s word frequency or n-gram fre-
quency vector and the average word frequency or n-gram frequency vector of the rest of
the corpus. We calculated the corpus distance for uni-, bi-, and trigrams. To account
for named entities—as, for example, names of people or places that are unique to the

6. Entropy is a measure of the information content of a sequence of symbols (Baeza-Yates and Ribeiro-Neto
1999; Bentz et al. 2017). If one symbol makes up the majority of the sequence and the other symbols have a
very low frequency, the sequence’s information content is low. If the symbols making up the sequence are
distributed uniformly, the entropy is highest. 7-gram entropy is a measure of how uniformly a text’s uni-, bi-,
or trigrams are distributed.
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Table 1: Text Features

Modeling and Predicting Literary Reception

Chunk-type

Document-type

Character

Lexical

Semantic

Syntactic

Text Length

Other

Character frequency
Ratio of punctuation marks
Ratio of whitespace
Ratio of digits
Ratio of exclamation marks
Ratio of question marks
Ratio of commas
Ratio of uppercase letters

Type-token ratio

n-grams
Ratio of unique unigrams
Ratio of unique bigrams
Ratio of unique trigrams
Unigram entropy
Bigram entropy
Trigram entropy

Corpus distance
Unigram corpus distance
Selective unigram corpus distance
Bigram corpus distance
Trigram corpus distance

Tag distribution

Production rule distribution
Tag unigrams
Tag bigrams
Tag trigrams

Average number of words per sentence

Max. number of words per sentence
Average word length

Average paragraph length

Chunk text length

Flesch reading ease score

Intra-textual variance
Stepwise distance
Outlier score
Overlap score
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story—a n-gram had to occur in at least two corpus texts to contribute to the distance.
We also added a second version of the unigram corpus distance, where a word had to
occur in at least 5 percent but no more than 50 percent of the documents, with the goal of
finding words that are particular to selective writing styles. To account for the semantic
complexity of a text, we used four measures introduced by Cranenburgh, Dalen-Oskam,
and Zundert for computing different concepts of distance between the chunks of a
text (2019). We calculated each of them with both document embeddings (Le and
Mikolov 2014) and sentence BERT (SBERT) embeddings (Reimers and Gurevych 2019).
Intra-textual variance measures how similar the individual chunks are to the average of
all chunks making up a document, the centroid, while stepwise distance is a measure
of the distance between successive chunks. The outlier and overlap scores look at the
similarity to other works in the corpus. The former is the smallest distance between
the centroid and another document’s centroid, while the latter is the share of chunks
belonging to other documents among the k chunks that are nearest to the centroid, with

k being the number of chunks in the text.

We also included features on the syntactic text level. Using the natural language process-
ing library spaCy for Python, we tagged the words in each text with their part-of-speech
(POS) and counted the number of single tags as well as the number of two or three tags
occurring subsequently, here called the tag bigrams and tag trigrams. “ADJ-NOUN-
VERB”, for example, is such a tag trigram, which means that an adjective followed by a
noun, which is then followed by averb, occurs in the text. Due to the number of possible
combinations, we included only the frequency of the 100 most common tag n-grams.
The production rule distribution served as another syntactic feature, but is available
only for the English texts. A production rule is the pattern according to which one
grammatical part of a sentence is followed by another part. We used NLTK, a different
Python NLP library, and.included the frequency of the 100 most common production
rules.

The average word length, the average and maximum number of words in a sentence, the
average length of a paragraph and the text length of a chunk are measures for the general
complexity of the text. The Flesch reading ease score accounts for how challenging it is
to read a text (Flesch 1948). Previous research has found a negative correlation between
readability and literary success (Ashok, Feng, and Choi 2013).

5.3. Prediction

To test if the review sentiment is dependent on text features, we ran a regression pre-
dicting review sentiment. Further, we trained two classifiers: The first one predicted
whether a review to a work had been written or not, the second one determined if the
review sentiment was positive, neutral, or negative. Finally, we ran a classifier predicting
if a text had been added to a library catalogue.
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5.3.1. Cross-validation

Since we had the choice of different models, features, and model parameters, we ran a
cross-validation to find the combinations of options that achieved the highest perfor-
mance for each of the four prediction tasks.

For the classifications, we implemented two different classifiers, XGBoost and SVM,
further detailed in Section 5.3.3. Then, we tested whether the document-based dataset,
the chunk-based dataset, or one of the combinations of the two performed best in
combination with the models. To avoid overfitting, we tested whether the performance
increased if we excluded either the tag distribution or the production rule distribution
(which is only available for English) or both from the features, since each of these
features amounted to 100 columns in the dataset. While we aggregated the scores from
TextBlob and our modified SentiArt approach for classification, for the regression we
tested each score individually and a combination of the two. For the SVM classifiers, we
also tested different options for the regularizaton parameter C.

We implemented a 10-fold cross-validation for regression, meaning that we split the
data into 10 folds of approximately equal size, and trained the models 10 times on 9
of the datasets combined, leaving out a different dataset each time and using it for
evaluating the model. All works written by an individual author were put into the
same fold to avoid overfitting to:an author’s writing style instead of learning the textual
features that might be connected with the positive reception of the text. We only used
5 folds for the classifications, because the number of negatively reviewed texts in our
dataset was too small to be spread over more folds. Instead, we implemented a stratified
cross-validation where each fold had approximately the same number of texts from
each class, so that all classes:'were represented in both the training and test set.

5.3.2. Regression

We ran separate regressions for the TextBlob and SentiArt-generated scores. If a text had
multiple reviews, we assigned the average over the sentiment scores of the individual
reviews. Then, we ran another regression with a combination of the scores from the
two tools. As described in the next section (Section 5.3.3), the scores were split into
classes to label reviews as positive, negative, or neutral. We created the combined score
by taking the TextBlob scores if they were positive enough for a review to be classified
as positive, the SentiArt scores if they were negative enough for a review to be classified
as negative, and the average of the two if a review had been labeled as neutral.

We used XGBoost, a Python machine learning library that is based on decision trees, as
the prediction model, and tested it with different combinations of features and feature
levels as described in Section 5.3.1. For evaluating the performance of the model, we
calculated the correlation between the true and the predicted labels with Pearson’s r.
The Python library SciPy automatically calculates the p-value along with the correlation
coefficient. The p-value of each model tested in the cross-validation was then calculated
by taking the harmonic mean of the p-values of the individual folds (Wilson 2019).
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5.3.3. Classification

Besides predicting the review sentiment from the texts, we also tested if we could predict
whether a text had been reviewed or not. The existence of a review is, as described in
Section 4, the result of an evaluative selection decision by contemporaries, which means
that even if the review was negative, the literay text generated enough attention to be
reviewed. By using a binary variable indicating if a text had generated a review or not,
the size of the dataset increased, because we could also include texts that had not been
reviewed. In the next step, we ran a classification with four classes to predict not only if
a text had been reviewed, but also if the sentiment of the review(s) had been positive,
negative, or neutral. Finally, we ran another two-class classification that predicted if a

work had appeared in a circulating library catalogue.

We tested two classifiers, XGBoost adapted for classification and SVM from the Python
machine learning library scikit-learn, for both two- and multi-class classification. SVMs
are algorithms that try to fit a hyperplane that separates the data points belonging to
different classes. We included the choice of the optimal regularization parameter C of
the SVM in the cross-validation, testing values between 0.1 and 10'000. We only used the
document-based dataset and the dociment plus averaged chunks dataset, since using
chunk-level features would mean that the chunks making up a text could be placed into
different classes. The results of chunk-level classification would be even more difficult
to interpret for multi-class classification, since one would have to justify how severe the
misclassifications into the different classes are relative to each other.

We used a combination of the scores from SentiArt and TextBlob, where only texts
with clearly positive TextBlob-scores or clearly negative SentiArt-scores were labelled
as either positive or negative and all others as neutral” (see Figure 6). If a text had
been reviewed multiple times, we aggregated the class assignments so that each text
had only one label'in the end. Texts that had both positive and negative reviews were
excluded, which was the case for 6 texts in the English corpus and for 3 in the German
corpus. If a text had neutral and positive or neutral and negative reviews, we assigned
the dominant label, and the more extreme one if both labels were equally frequent. The
oldest reviewed texts in the corpus were published in 1771 for English and in 1785 for
German. We only included texts published during and after the respective years so that
texts that had no chance of being reviewed because they were published too early did
not distort the classification. We also only included works that were younger than the

first works that were part of a circulating library catalogue for the same reason.

Due to the inclusion of the non-reviewed texts, the data contained approximately twice
as many non-reviewed texts as reviewed texts. In addition, due to the exclusion of
texts if they had contradicting reviews and the tendency of reviews to be positive, our
data was heavily imbalanced for multi-class classification and negatively reviewed texts
were especially underrepresented. The number of reviewed texts in each class after

7. The thresholds for neutral labels were deduced from the data: For the English reviews, the lowest 12.5% of
positive and negative scores were labelled as neutral. Because the German reviews are more clustered around
0, we used a lower threshold of 6.25%.
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Figure 6: Distribution of aggregated sentiment scores for both corpora

filtering for publication years is shown in Table 2. The majority of English texts were
included in a library catalogue, which is why this dataset is also imbalanced (see Table
3, again filtered for publication year). As mentioned in Section 5.3.1, we used a stratified
cross-validation to make sure that each training and test set contained all classes, and

adapted the evaluation metrics to account for class imbalance.

The two two-class classifications were evaluated based on accuracy, which is the number

of instances where the predicted label is correct, divided by the total number of samples.

Using balanced accuracy instead to account for class imbalance did not improve the
result. The evaluation metric used for multi-class classification was the F1 score, the
harmonic mean between precision and recall. Scikit-learn’s implementation of the F1
score has several options for averaging over the F1 scores of each class to calculate the
final F1 score. Because of the class imbalance we used the ‘'macro” option, which gives

equal weights to each class.
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Table 2: Number of reviews

English German

Not reviewed 365 330
Negative 15 10
Neutral 63 86
Positive 113 77

Table 3: Number of texts featured in library catalogues

English German

Not Featured 146 240
Featured 457 306
6. Results

6.1. Regression

The highest significant correlation coefficient from the cross-validation, or the highest
coefficient if none was significant; are reported in Table 4. In Figure 7, the true and
the predicted scores are plotted against each other. Running a regression with the
scores from each of the two tools separately delivered small but significant correlation
coefficients. The sentiment scores from the SentiArt approach can be predicted from
text features to a small extent, while the correlation coefficients for the TextBlob scores
were around 0. Running the regression using the combined scores led to correlation
coefficients of around 0 that were not significant.

Table 4: Regression results

English German

SentiArt 0.233**  (0.198**
TextBlob -0.01* 0.049**
Combined 0.131 0.074

"p <0.01,"p < 0.05,p < 0.1

The cross-validation showed that using the document-based dataset and dropping the
POS features was the best choice for both languages when working with the SentiArt
scores, while using the chunk-based dataset for English and the document plus averaged
chunks dataset for German was better for TextBlob.
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(a) English, SentiArt

(c) English, TextBlob

(e) German, Combined

Figure 7: Sentiment scores and predicted scores
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6.2. Classification

6.21. Reviewed/not reviewed

Using XGBoost as the classifier and dropping the POS features was the best choice for
both languages when classifying texts according to whether they had been reviewed
or not. In combination with the document plus averaged chunks dataset, the model
achieved an accurary of 0.715 on the English texts, and an accuracy of 0.638 on the

German texts when using the document-based dataset.

The crosstabs below show how many texts from each class were predicted to be a specific
class.

Table 5: Crosstab for reviewed/not reviewed classification, English

Predicted
revli\:\):/ed Reviewed Total
Not reviewed 239 126 365
é Reviewed 56 135 191
Total 295 261 556

Table 6: Crosstab for reviewed /not-reviewed classification, German

Predicted
revli\:fled Reviewed Total
Not reviewed 251 79 330
;:)’ Reviewed 103 70 173
Total 354 149 503

6.2.2. Multi-class Classification

For multi-class classification, Xgboost was the best choice of model for both languages,

achieving a F1 score of 0.390 for English by using the document-based dataset, and by
dropping the POS features. For German, a F1 score of 0.305 was reached by using the

document-based dataset without the tag distribution feature.
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Table 7: Crosstab for multi-class classification, English

Predicted
Not
) © Negative Neutral Positive Total
reviewed
Not reviewed 238 5 41 81 365
g Negative 6 1 4 4 15
=  Neutral 15 4 22 22 63
Positive 29 6 34 44 113
Total 288 16 101 151 556
Table 8: Crosstab for multi-class classification, German
Predicted
Not
) © Negative Neutral Positive Total
reviewed
Not reviewed 239 8 47 36 330
Y Negative 7 1 1 1 10
= Neutral 57 0 16 13 86
Positive 35 2 18 22 77
Total 338 11 82 72 503

6.2.3. Library Catalogues Classification

For classifing if an English text had been added to a library catalogue, Xgboost was the

best choice of classifier, along with using the document plus averaged chunks dataset
and dropping the parts-of-speech features. This combination achieved an accuracy of
0.676. However, using SVM with regularization parameter C = 10’000 performed better

than XGBoost on the German texts. The best choice of features was the document-based

dataset, and dropping either the POS or no features resulted in the exact same crosstab

and accuracy of 0.590.

Table 9: Crosstab for library catalogues classification, English

Predicted
fezijl?;ed Featured Total
Not featured 55 91 146
;:)’ Featured 115 342 457
Total 170 433 603
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Table 10: Crosstab for library catalogues classification, German

Predicted
fealjl?;ed Featured Total
Not featured 150 90 240
;:’) Featured 134 172 306
Total 284 262 546
7. Discussion 537

The low correlation coefficients of the best model with 0.233 for English and 0.198 for 538
German texts show that even with our adapted SentiArt approach, there is only a weak 539
correlation between the measured sentiment in reviews and textual markers of the 540
reviewed texts. We did not further analyze the contribution of individual features due to 541
this weak effect. Reasons for why combining the scores generated by the two tools leads 542
to low and non-significant correlation coefficients could be inadequately set thresholds 543
for switching from one tool to the other, or the usage of average values for neutral 544
reviews. 545

With the highest correlations between text features and sentiment scores being achieved 546
by using our own ad hoc sentiment analysis approach instead of the established TextBlob 547
tool, we conclude that by taking into account typical characteristics of historical literary 548
reviews, as, for example, the:implicitness and vagueness of negative comments and by 549
constructing a register more commonly used in reviews than in narratives and novels, 550
our approach was more adept at identifying the particularities of evaluative language in 551
reviews. This finding demonstrates that established methods, including but not limited 552
to sentiment analysis, have to be adapted to the time period and the peculiarities of the 553
source material. 554

Despite the imbalanced data, the models differentiated between texts with reviews 555
and texts without reviews with an accuracy of over 0.7 for English and 0.6 for German 556
without predicting the majority class for all labels. This can be seen as an indication that 557
texts that generate enough interest to receive a review share certain textual qualities. 558
By suggesting such a relationship, the results may be seen as a consolidation of the 559
theory presented in previous research (see Heydebrand and Winko 1996, p. 99) that the 560
existence of a review alone—may it be positive or negative—is an important structuring 561

device representing the attention a text attracted. 562

The connection between popularity and text characteristics seems to be similar, since 563
the accuracy scores for differentiating between texts featured in circulating library 564
catalogues and others are close to those for predicting if a text had been reviewed or not, 565
even though the class imbalance is even bigger for the English dataset. The fact thata 566
text had been added to a library might be viewed as a similar indicator of interest by a 567
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broad audience. There seem to be detectable textual qualities that spark interest among
the public in the first place.

The higher accuracy for English library catalogues can be linked back to the distri-
bution of data described in Section 4.2: In contrast to the German dataset, there is a
clear tendency for late 19t and early 20" century catalogues to include contemporary
texts, which can be assumed to be stylistically more homogeneous. Moreover, the last
two catalogues surveyed are from the same library, Mudie’s, whose owner Charles
Edward Mudie has been claimed to only advertise books that satisfied his personal
moral and literary standards (Katz 2017, Roberts 2006). Assuming that these factors
lead to more quantitatively detectable similarities within the set of texts advertised in

library catalogues, a higher accuracy seems plausible.

8. Conclusion

Modeling historical reception requires a dataset that encodes literary contexts by com-
bining texts with complementary information on how they were received by their
contemporaries. The exemplified workflow-has proven to be productive. By operational-
izing the theoretical framework suggested by Heydebrand and Winko (1996), we were
able to formalize a text’s reception by experts, as well as its popularity with audiences.
Differentiating these two levels of literary evaluation allows a more detailed analysis of
historical reception and lays the ground work for future research on synchronic reading,
diachronic canonization, and their interplay.

Based on this data-rich literary history dataset, predicting review sentiment from texts
alone proved to be successful only to a limited extent. Historical literary data is scarce,
and a larger dataset might have led to different results. However, the small but significant
correlation between the sentiment scores calculated with our SentiArt-inspired approach
and the scores predicted by our models show that a text’s rating by reviewers can be
explained to some extent by the texts themselves. We had better success predicting
whether literary works had been reviewed or not: There seem to be certain text qualities
that make it more likely that a reviewer will pay attention and choose to review a text.
Similarly, the classification of texts featured in circulating library catalogues proved to
be comparatively accurate, suggesting that popular texts share certain textual qualities.

In our future work, we plan to include additional data in order to produce more reliable
and generalizable results. This means on the one hand that we will add additional jour-
nals and circulating library catalogues to our dataset, but will also work on alternative

operationalizations of a text’s popularity and proliferation.

Our corpora comprise texts from a time span of over 200 years. During this time, the
market for and the status of literature changed dramatically, as did the expectations
of different generations of audiences and literary experts. These historical shifts in
readers’ and reviewers’ perspectives are not yet accounted for in our experiments, and
we assume that all reviews express a certain sentiment with the same textual features.
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Therefore, it seems also reasonable to add a time component to our SentiArt approach
to evaluative language, for example, by extracting period-specific evaluation words and
computing period-specific evaluation scores. As the SentiArt approach has proven to
be useful, we will work on fine-tuning the word embeddings to increase the approach’s
accuracy in the detection of positive reviews.

For the analysis of the corpus texts, we plan to include text representations with em-
beddings as separate features and not just as the basis of the already included semantic
features. The high number of dimensions of the dataset due to the POS and production
rule distribution features, as well as the planned embeddings, will be addressed with

suitable dimensionality reduction.

So far, we excluded texts that had contradicting positive and negative reviews from
the classification, which led to the underrepresented class of negatively reviewed text
being even sparser. In a next step, we will consider all texts that had any negative
reviews as negatively reviewed without considering the number of positive and neutral
reviews. This step is also justified due to the general tendency of reviewers to give
positive reviews and to attenuate negative criticism.

9. Data and Code Availability

The scripts are available at https://github.com/sta-a/jcls_reception; corpora,
reviews, metadata, trained word embeddings, and sentiment scores can be accessed via
https://figshare.com/s7/98d85345c50d0594bb59.
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10. Data availability
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11. Software availability
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Abstract.

Being able to identify and analyse reading impact expressed in online book reviews
allows us to investigate how people read books and how books affect their readers. In
this paper we investigate the feasibility of creating an English translation of a rule-based
reading impact model for Dutch book reviews. We extend the model with additional
rules and categories to measure reading impact in terms of positive and negative feeling,
narrative and stylistic impact, humor, surprise, attention and reflection. We created
ground truth annotations to evaluate the model and find that the translated rules and
new impact categories are effective in identifying reading impact expressed in English
book reviews. Additional rules are needed to improve recall and some impact aspects
are hard to extract with our type of rules. When applying the model to a large set of
reviews, lists of the top-scoring books in the categories show the model’s prima-facie
validity. Correlations among the categories include some that make sense and others
that require further research. Overall, the evidence suggests this is a suitable approach

for investigating the impact of books.

1. Introduction

Online book reviews are an important source of data for analysing how people read
books and how they describe reading experiences (Holur et al. 2021). This paper builds
on our earlier work (Boot and Koolen 2020) in detecting the impact of reading fiction
as it is expressed in online book reviews. That paper presented a rule-based model for
measuring four categories of reading impact (affective, narrative, stylistic and reflective)
in Dutch-language book reviews. As these rules are language-specific, the model cannot
be used on the huge numbers of English-language reviews available online. In that
article, we also mentioned potential types of reading impact that the model did not
capture, such as suspense, humor and surprise. In this paper, we present a model for
measuring reading impact expressed in English-language book reviews. We created this
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model by translating the Dutch model and adding rules for four new categories of impact:
attention, humor, surprise and negative impact. To account for these new categories and
refine the Dutch model, we re-categorised some rules and added more rules based on
manual analysis of modes of expression in a corpus of Goodreads reviews. We analyze
and validate the English model using crowdsourced ground truth annotations.

We formulate two research questions:
1. How effective is our adaptation of the Dutch model?

(a) Can the new impact categories we add to the model be captured in a rule-
based model? Can these new categories be meaningfully identified by human
annotators?

(b) Isadapting an existing rule-based model for use in another language a produc-
tive approach? Is our method of translating and changing rules an effective
way to do this? What are the challenges and advantages of transferring knowl-
edge or tools from Dutch to English through translation and adaptation?

2. Is a rule-based model a productive tool for assessing the impact of fiction as
expressed in online book reviews? What are the advantages of a rule-based model
compared to other approaches, such as machine learning?

We first discuss the impact model and explain our selection of new impact categories in
Section 2. Then, we describe how we created the rules that make up the English-language
mode by adapting the Dutch.model in Section 3. We evaluate these adapted rules using
the ground truth annotations and do an error analysis in Section 4. Human annotators
recognize and distinguish categories of impact with some consistency, resulting in
acceptable Inter-Rater Agreement. For several impact categories the rule-based model
attains good performance in terms of precision and recall, but more ground truth data
is needed to reliably validate some other categories, and for some categories more rules
are needed to cover the various ways impact can be expressed. To assess the quality
of our results, we use the model to detect reading impact in a large set of Goodreads
reviews for a set of popular novels in Section 5. We observe, aggregated over many
reviews per novel, that the results mostly meet expectations. We conclude in Section 6
with suggestions for how to improve the model, and argue that taking a rule-based
approach to assessing reading impact is a productive approach that may, in future work,
be supplemented with other methods and tools.

Both the annotations and the rule-set used in the current paper are publicly available.

2. Impact model and New Categories

2.1. Book Reviews

Online book reviews are increasingly used to gauge reader response to books (Rebora

et al. 2019; Spiteri and Pecoskie 2016). Using online reviews for this purpose has its
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problems: the reviews are not necessarily representative of all readers, they do not
necessarily reflect readers’ ‘true’ opinions and they may be fraudulent. We discuss
these issues briefly in Boot and Koolen (2020). Prompted by the epistemological issues
raised by one of this paper’s reviewers, we want to make clear that we do not argue
here that online reviews directly reflect the reading experience or necessarily provide
insight into the general public’s reading experiences. Instead, we posit that creating
rule-based models for the detection of impact in book reviews can generate insights
into what types of impact are expressed. This can give insight into the differences that
exist among reviews or among reviewers, and we hypothesize that such differences
also reflect differences between reading experiences that reviewers choose to report
in reviews. By examining these differences, we aim to increase our understanding of
how reading affects readers more generally. Not all readers are reviewers, but studying
the reviewers can show aspects of reading impact that also apply to readers more
generally. In that sense, reviews provide a complementary source of evidence from
reader response captured through interviewing readers (G. Sabine and P. Sabine 1983;
Ross 1999), or through using questionnaire data from readers on reading selected short
stories and passages in a controlled setting (Nell 1988; Miall and Kuiken 2002; Koopman
and Hakemulder 2015; Koopman 2016). As online reviews are a more public form of
reader response than interviews and questionnaires, we will have to remain aware that
differences between reviews can also be attributable to social factors.

Nonetheless, using online book reviews as data also has advantages: the texts are
accessible online in a digital format and they are primarily produced by groups of
readers overlooked in much traditional literary scholarship. The writers of reviews on
platforms like Goodreads are around 75% female (Thelwall and Kousha 2017), and

users of Goodreads represent various nationalities and ethnicities (Champagne 2020).

Thus, these reviews offer diverse perspectives that much of the field of literary studies
lacks. We therefore consider them a useful source of information for literary scholarship
in general and reception studies in particular.

Given the brevity of most online book reviews, we do not expect our model to perfectly
identify all impact expressed in individual reviews. Instead, our aim is to develop a
model that can identify relationships between aggregates of reviews grouped together by
features like length, book genre or author gender, and the kinds of reading experiences
described in reviews. In other words, we are producing a tool that enables literary
scholars to assess the impact of books or collections of books on groups of readers by
comparatively analyzing the way these books are reviewed online. Even though the
representation of reading experience in reviews is nowhere near exhaustive, differences
between these representations can nonetheless lead to insights into the impact of reading
on reviewers. Questions that we eventually hope to be able to answer include: How
does the impact of the Harry Potter books change over the course of the series? How do
readers differ in their responses, for instance by age, gender, or reading preferences?
What patterns can we discern in the impact of specific genres or authors? Do reviewers
review books differently depending on author gender or book popularity? Are there
discernible patterns in how reviewers develop as readers?
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We define impact as any effect a book has on its reader, large or small, permanent or
fleeting. Following Boot and Koolen (2020) we investigate the following four categories
of impact: Reflection, Positive affect and its two subcategories Narrative feeling and Stylistic
feeling, as well as a number of new categories.

2.2. Existing and New Impact Categories

In the final section of Boot and Koolen (2020) we express the expectation that smaller
and more clearly defined impact categories might be better suited for validation in a
survey. We added four categories to our English version of the model: Humor as an
additional subcategory of Positive affect, and three independent categories: Attention,
Surprise and Negative feeling. We chose to add these categories for the following reasons:

Attention is one of the dimensions of Story World Absorption (M. M. Kuijpers et al.
2014), defined as ‘a deep concentration of the reader that feels effortless to them. As
a consequence the reader can lose awareness of themselves, their surroundings and
the elapse of time.” Green and Brock (2000, p. 702) hypothesize that this feeling of
absorption relates to changing beliefs and attitudes in readers. We chose attention as a
category rather than suspense, although we consider the two closely related, because
textual manifestations of attention can be distinguished more clearly than those of
suspense. Attention is predicted in ourmodel by terms such as ‘immersed’, “absorbed’
and ‘engrossed.’

Humor, perceiving events or language as humorous, is a distinctive form of appreciation,
related to but separate from stylistic or narrative feeling. Defining it as a separate
category might make the categories of stylistic and narrative feeling more homogeneous.
Humor is also relevant for its role in introducing young people to reading (Shannon
1993).

We added Negative feeling, such as being bored or disappointed by a book, to help
differentiate between positive and negative expressions of impact. Although some
research examines the negative effects of reading (Schmitt-Matzen 2020) and a negative
response to prescribed reading (Poletti et al. 2016), previous research has overwhelm-
ingly focussed on trying to validate the hypothesis that reading is good for personal
development and social behaviour (Koopman and Hakemulder 2015), while negative
feelings towards reading are often overlooked.

Surprise shows engagement with a story, because surprises are unexpected story ele-
ments. Thus, experiencing surprise requires one to have expectations of a book which
are subsequently defied, and these expectations are a sign of engagement. We therefore
considered including Surprise in Narrative feeling. On the other hand, surprise shows
cognitive processing (Tobin 2018) and could be considered part of Reflection. It is also
possible to conceptualize Surprise, which can incorporate elements of ‘violence and
enlightenment, physical attack and aesthetic pleasure” (Miller 2015) as a separate impact
type. We chose to try to measure Surprise by itself. Correlations with other categories
could help us theorize the nature of Surprise further.
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2.3. Definitions
These considerations led to the following definitions for eight categories:
e Attention: the reader’s feeling of concentration or focus on their reading.

o Positive affect: any positive emotional response to the book during or after reading.
A feeling is positive if it contributes to a positive reading experience, so even sad
or awful story-events can contribute to a positive affective response.

— Narrative feeling: a subcategory of positive affect, specifically response to a
book’s narrative properties, including feelings about storylines, characters,
scenes or elements of the story world.

— Stylistic feeling: a subcategory of positive affect, specifically response to a
text’s stylistic properties such as feelings of admiration or defamiliarization
about its tone, choice of words, use of metaphor or the way the sentences
flow.

— Humor: a subcategory of positive affect, specifically a response of laughter,
smiling or amusement; the effect of any type of humor in the text.

e Surprise: a feeling of surprise at some element of the book, such as a plot devel-
opment, part of the story world or a stylistic feature.

o Negative feeling: feelings of dislike or disapproval towards any element of the
book. This could mean-a dislike for a storyline or character or a feeling of boredom
or frustration with the book as a whole. A feeling is negative if it contributes to a
negative reading experience, so unsympathetic characters or dark story elements
that a reviewer appreciates as part of a story do not fit within this category.

o Reflection: any response to a reading experience that makes the reader reflect on
something from the book, such as a theme or topic, or on something in the real
world.

3. Methods

This section introduces how the impact model works and explains the method of its
validation.

3.1. Model Development

Our model uses a set of rules to identify different types of impact expressed in individual
sentences of reviews, similar to the setup used by Boot and Koolen (2020). Each rule
belongs to a category and consist of an impact term, an impact term type and in some
cases a condition. For each combination of sentence and rule the software checks
whether the impact term is present in the sentence and, if there is a condition, whether

that condition is met. If so, it outputs a rule match with the associated impact type.
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Impact terms can be lemmas or phrases. If they are lemmas, their impact term types
include a POS-tag. For example, if the impact term is ‘mesmerize’, and the type is ‘verb’
the software will check for each word in the sentence whether it is a verb form with that
lemma. POS-tags can also be ‘noun’, ‘adjective’ or ‘other’. In phrasal impact terms, no
lemma or POS information is used, and terms can contain wildcards (*), so ‘redeeming
qualit*” finds both ‘redeeming quality” and ‘redeeming qualities’. Phrases consist of
groups that are matched to tokens in the input sentences. A group can be a single
word or a set of alternatives, such as ‘(hard|difficult)’. A phrase can be continuous
or discontinuous. In a continuous phrase the groups must match a set of contiguous
tokens. In a discontinuous phrase each group must match a token in the same sentence
in the same order as in the phrase, but they need not be adjacent. For examples, see
Table 1.

Conditions can also have different types. Most common is a reference to one of six
groups of book aspect terms: plot, character, style, topic, reader and general. For example,
aspect terms in the reader group are words referring to the reader, such as ‘I’, “you’,
‘the reader” and the general group includes words like ‘book” and ‘novel’. The implied
condition is that one of the words from the aspect group must occur in the same sentence
as the impact term. Thus, a rule linking;the impact term ‘great’ to the aspect group
style results in a hit when the word ‘great’ is present in combination with ‘writing’,
‘language’, ‘prose’ or other words in the style category. Conditions can also be groups of
individually named words, such'as *(part|series|sequel)’. It is also possible to negate
a condition. In that case the‘impact term may not be combined with words from the
condition. For example: ‘engage’ is an impact term related to Narrative feeling, unless it
is combined with ‘to” because ‘engaged to’ is more likely to refer to marriage than to
narration.

To create the rules, we began by translating the 275 rules of Boot and Koolen (2020). To
account for the new impact categories, we reassigned some rules to different categories.
We also created. new rules by manually examining a large collection of Goodreads
reviews to find terms related to impact that online reviewers use. In total, the English
model has 1427 rules. The growth of the set of rules has three main reasons. Firstly,
the addition of four categories required adding many rules. Secondly, there are many
possible translations or equivalents for the words and expressions used in the Dutch
model. For example, some words relating to emotional investment in the Dutch model
led to eight new rules in the English model containing various verbs combined with
the noun ‘heart” (‘break’, ‘steal’, ‘touch’, ‘rip” and others). Thirdly, there are many more

Impact Condition
type term term type aspect negate
Attention on the edge of (myl|your) seat  phrase-continuous - -
Positive affect makes (melyoulreader) sad phrase-discontinuous | - -
Narrative feeling ~ enamoured lemma-adj reader -
Stylistic feeling elegant lemma-adj - -
Narrative feeling  engage verb-adj ‘to’ y

Table 1: Example rules from the English reading impact model.
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reviewers writing in English. Many have their own national variety of English and
many of them are not native speakers. The range of expressions used can be assumed
to be larger than in Dutch and we added many idioms based on manual analysis of a
corpus of reviews from Goodreads. As we found (Boot and Koolen 2020) that human
annotators often detected impact that their Dutch impact model overlooked, we expect
that adding more rules will lead to a better model.

Our choice to follow the rule-based approach needs to be considered next to alternatives
approaches, such as creating ground truth annotations and using Machine Learning
(ML) techniques to train a generalised model. Our main reason to use rules instead
of ML is that we expect ML to require many more ground truth annotations to train
and test a stable and effective model that can capture subtle expressions of impact.
Our model was developed ahead of gathering ground truth annotations to evaluate
it (as discussed in the next sections). An ML model only learns from the annotated
examples, while our rules potentially also cover cases not seen in the ground truth. If
the evaluation shows that our model captures the different impact categories well, then
we have reason to assume that the rule generation process achieved its aim and that
the approach generalises well. With ML this is not necessarily so, although the recent
advances with context-sensitive token-based word embeddings and fine-tuning of large
pre-trained transformer models like BERT (Devlin et al. 2018) allow such approaches to
better capture latent meanings (Yile Wang, Cui, and Zhang 2019; B. Wang et al. 2019;
Ehrmanntraut et al. 2021) and generalise beyond the surface forms of the annotated

impact expressions. We will discuss this further in Section 6.

3.2. Ground Truth Annotations

The rules we formulated determine how the impact model defines the various cate-
gories of impact. Next, we needed to verify that the rules we had formulated correctly
operationalized the intended categories of impact. After all, the definitions implicitly
created through the formulation of our impact rules might not agree with a common-
sense idea of how these categories of impact are expressed. To validate our impact
rules, we surveyed recipients of relevant mailing lists, students and conference atten-
dees. We asked the participants to annotate sentences from reviews on the presence
of the eight impact types. The sentences were sampled from a collection of 15 million
English-language Goodreads reviews, crawled by Wan and McAuley (2018) and Wan,
Misra, et al. (2019), and parsed using spaCy.! We manually removed sentences that
we considered impossible to annotate, such as sentences containing only punctuation
or incorrectly split (partial) sentences. Each sentence was annotated by at least three
different annotators. After reading an explanation, each annotator was presented with
ten sentences to annotate. Each annotator could annotate as many sentences as they
wanted. The questions were presented to them as shown in Figure 1.

Aside from rating the presence of all eight categories of impact on a five-point scale,

1. The sentences were from a held-out set of reviews, not used to create the impact rules. We used spaCy
version 2.3, https://spacy.io
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Figure 1: Questions in the survey.

participants could choose to indicate that the questions were impossible to answer,
such as if the text only contained gibberish or required more context to interpret, or
that a sentence expressed no reading impact at all such as if it contained only a factual
statement about a book. We ran.the survey from October 2020 until April 2021.

4. Evaluation

In this section we assess agreement among the annotators and between the annotators
and our model, and-analyze which impact categories our model can meaningfully

identify.

The survey resulted in 266 sentences that were annotated by at least three annotators,
with ratings by 79 different annotators. This number excludes sentences judged to be
impossible to annotate. The majority of annotators rated 10 sentences, some stopped
after only a few sentences, and others annotated multiples of 10 (up to 80). We asked
annotators to rate sentences on the presence of impact-types on a five-point scale from
0 (not or doubtful) to 4 (clearly or strongly) for each impact type. The distribution
of ratings per impact type is shown in Figure 2. On the left, only the zero ratings are
shown. Positive affect has the fewest ratings of 0, with just over 40%, while Stylistic feeling
and Surprise have around 70% 0 ratings and Humor has more than 80%. On the right,
the distribution of ratings 1-4 are shown, also with distinct differences between types.
Positive affect and Narrative feeling tend to get high ratings (3 or 4), while Attention and
Surprise get mostly low ratings (1 or 2).
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Figure 2: Fraction of 0-ratings among all ratings (left) and fraction of positive ratings (1, 2, 3 or 4)
among all ratings (right).

4. Inter-Annotator Agreement 261

In (Boot and Koolen 2020) we calculated inter-annotator agreement using the Inter-Rater 262
Agreement (IRA) statistic 7, = 1 — i—%, where S% is the variance of the ratings fora 263
sentence and ¢ is the expected variance based on a chosen theoretical null-distribution 264
(Lindell and Brandt 1997). We used the same r7,, measure, but with a uniform null- 265
distribution instead of an inverse triangular one (which assumes annotators tend to 266
pick ratings at the two extremes), giventhat we observe a more uniform distribution of 267
positive ratings when combining ratings across all categories and a larger fraction of 268
zero ratings (so the overall variance is closer to a uniform distribution than to an inverse 269
triangular distribution). In addition, we report Fleiss’ Kappa () on binarized ratings 270
where any rating above 0 ismapped to 1, as is more commonly reported in sentence 271
annotation tasks for e.g.. sentiment analysis (Alm and Sproat 2005; Sprugnoli et al. 272
2016; Schmidt, Burghardt, and Dennerlein 2018). Finally, we also report the number 273

of sentences rated zero on a particular impact category by all three annotators, to get 274

insight into how commonly each impact category is observed. 275

Category | %allzero 13, K
Attention 037 058 0.27
Positive affect 026 071 0.57

Narrative 036 0.55 0.40

Style 049 072 029

Humor 072 091 0.19
Negative 056 0.79 0.52
Surprise 050 0.74 0.25
Reflection 0.39 0.60 0.19

Table 2: Inter-Annotator Agreement per impact category averaged over 266 sentences.

Agreement measures are r7,, and Fleiss’ Kappa.

Agreement is moderate (0.51-0.70) to very strong (0.91-1.00) according to 77, (column 276
three in Table 2), but the « scores are much lower, in the range of 0.20 — 0.50 (column 277
four). Scores in this range are common for related tasks like sentiment annotation 278
(Alm and Sproat 2005; Sprugnoli et al. 2016; Schmidt, Burghardt, and Dennerlein 2018; 279
Klenner et al. 2020). The low « of the more commonly observed categories should not 280
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be interpreted as low agreement, because in the original five-point scale, the difference
between 0 and 1 is small while in the binarized version it is counted as disagreement.

To understand how the differences between r,,

the number of sentences for which all three annotators agreed on a rating of zero. Since

and « should be interpreted, we look at

the majority of the ratings (69%) is zero, this can easily lead to a high 7., especially for
categories that are rarely rated above zero. If a category is rarely observed, it is easy for
annotators to agree on the many sentences where it is clearly not present, but they might
disagree on the few sentences where at least one annotators thinks it is present. Only
26% of all sentences are rated zero on Positive affect by all three annotators, so its high 17,
is not caused by being rarely observed. In contrast, for Humor, 72% of the sentences are
rated zero by all annotators, meaning it is rarely observed. For this category, a high 17,
could be caused by agreement that the category is rare, thus masking disagreement on
which sentences do express impact of humor. The « score of 0.19 (below the conventional
0.2 threshold for weak agreement) signals that agreement is lacking. For Reflection, only
39% of sentences are rated zero by all annotators, so this category is not uncommon,
but the x score of 0.19 also suggests a lack of agreement. We stress again that a low x
does not necessarily mean lack of agreement, as the binarization removes information
from the five-point rating scale, but for Humor and Reflection these combined measures
strongly suggest that either these categories are difficult to identify with our current
definitions, or that reliable annotation. of these categories requires more training than of
the other categories.

The disagreement among annotators signals that this task is difficult and that some
types of impact are more subjectively interpreted than others. This could indicate that
we need to discard the categories with really low agreement. However, several recent
papers suggest that disagreement between annotators is not necessarily a problem and
should not be removed from the published annotation dataset (e.g. Gordon et al. 2021),
but should either be retained in the form of an opinion distribution (Basile 2020; Klenner
et al. 2020) or a special class label Complicated (Kenyon-Dean et al. 2018). Since our data
is based on a rating scale, it makes sense to distribute the annotated sentence data with
the full rating distributions. In the following sections, we discuss whether all impact
categories should be retained in the ground truth data and the rule-based model.

4.2, Evaluating the Model

To compare our model against the ratings of the human annotators, we select the median
of the three ratings per sentence and impact category as the ground truth rating and
compare that to whether our model finds at least one matching impact rule for that
category in the sentence. If the model works well, then it should find matching rules
for an impact category in sentences that received a high median rating from human
annotators.

We measure recall, precision and F; of our model’s performance on the annotated
sentences, using two different binarizations. As we have a 5-point rating scale, we want
to know if our model finds impact in sentences that clearly express impact, that is, where
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Model Tmedian = 1 Tmedian = 3
Impact #Sent. | #Sent. Prec. Rec. Fi | #Sent. Prec. Rec. Fq
Attention 9 83 078 0.08 0.15 44 078 016 026
Positive 90 148 0.82 0.50 0.62 102 059 052 055
Narrative 39 101 072 0.28 040 60 051 033 040
Stylistic 8 59 050 0.07 0.12 26 050 015 024
Humor 7 18 1.00 039 0.56 4 057 1.00 0.73
Negative 15 68 073 0.16 027 40 060 0.23 0.33
Surprise 2 51 0.00 0.00 0.00 17 0.00 0.00 0.00
Reflection 19 68 053 015 023 19 026 026 0.26

Table 3: Model evaluation per impact category on 266 sentences, with number of sentences for
which the model identifies impact (column 2), and precision and recall of our model for
binarization of ratings based on median rating 7,,,,4iz = 1 and 7,,,04i0n = 3

the median rating is high, i.e. 3 or 4, but also for sentences that express any impact at
all, i.e. those with ratings of 1 or higher. The results are shown in Table 3, with the
number of sentences that have a binary rating of 1 for each binarization (columns 3 and
6). The model scores above 0.7 precision on five of the eight categories for binarization
Tmedian = 11 Attention, Positive affect, Narrative feeling, Humor and Negative feeling. In the
majority of cases, the matching rules for these aspects correspond to the type of impact
identified by the median annotator, and therefore at least two of the three annotators.
For Stylistic feeling and Reflection'it scores around 0.5 precision, so in half of the cases,
the matching rules incorrectly signal impact. For Surprise the model completely fails.
It only finds Surprise in two/sentences—both of which are incorrect according to the
ground truth—while there are 51 sentences with a median rating of at least 1. For
binarization 7,4, = 3, precision is mostly lower, showing that the model regularly
predicts impact where human annotators consider it doubtful. Humor is rarely observed
by the annotators, with low agreement, and our model also rarely finds matching rules,
but with high precision for ,,.4;,, = 1 and high recall for r,,,4;,,, = 3. When annotators
agree that Humor is clearly expressed, our model detects it (in the few cases in this ground
truth dataset), and when our model detects Humor, it is in places where annotators
perceive Humor to some extent. Two examples where annotators and our model clearly
agree demonstrate this. For the sentence ‘I loved Blaire’s personality she was sassy,
funny, extremely witty, I laughed out loud frequently, much to my embarrassment.” our
model has three matching rules, funny, witty and laugh out loud, and the annotators
gave an average rating of 3. For the sentence ‘We actually bought a copy for our music
history teacher who would appreciate the humor in this book (he was Jewish, sarcastic,
clever.” our model has two matching rules, humor and sarcastic (which in this sentence
does not refer to impact of the book) and annotators gave an average rating of 3.33. This
sheds further light on the low Fleiss” Kappa scores for Humor. There are clear cases
where annotators agree that humor is expressed, so the low agreement seems to come
from doubtful cases where some annotators are not sure and give a low rating of 1 or 2
and others say it is not expressed. The binarization we used to compute Fleiss” Kappa

creates a complete disagreement in such doubtful cases, where the original five-point
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ratings signal only slight disagreement. The model performance suggests that, although
we need more ground truth annotations and perhaps a better definition to improve

agreement, this is a viable category to include.

The generally low recall scores show that our model misses many expressions of reading
impact. This suggests that our set of impact rules is incomplete. Overall, the precision
and recall scores suggest that our approach of translating and extending our Dutch
impact model is viable for most of the categories and that with additional rules and
some improvements to the existing rules, the model can capture enough of the expressed
reading impact in individual reviews to derive a reliable overall estimate of a book’s
impact, at least for books with more than a handful of reviews. The only clear exceptions
are Surprise, where the model fails completely, and Stylistic feeling and Reflection where
the models not only misses many expressions of impact, but also makes many mistakes.

4.3. Error Analysis

Annotators found impact in many instances where the model failed to detect it. For
example, the model scored a 0 in the positive emotion category for the sentence ”I was
born to love this book,” which received a rating of 4 from all annotators. This suggests
we should add rules to increase the sensitivity of the model. We should also revise the
way that the model processes impact terms to nuance the model. Currently, the model
marks the presence of negative terms like ‘skim’ as negative impact, but it turns out that
this is not always accurate: “I' didn’t skim at all” actually indicates positive impact. The
negation of the negative impact term ‘skim’ should flip the predicted impact to positive.
To improve performance on sentences with such negations of typical sentiment words,
we could adopt the sentiment flipping technique used in the VADER sentiment analyzer
(Hutto and Gilbert 2014). This technique looks for negations in the word tri-gram
preceding a sentiment term, which captures almost 90% of the negated sentiments in
their ground truth data. However, negation should not always flip the valence from
positive to negative or vice versa (Dadvar, Hauff, and De Jong 2011; Socher et al. 2013).
When a reviewer says that a book is ‘not terrible” they probably don’t mean to say it is
good.

The responses to the survey showed that annotators struggled to understand some
categories and regularly disagreed over them, albeit to a different degree for different
categories. For instance, the sentence "And then there was Jacob O’Connor,” which we
feel expresses no impact, was rated by annotators with a score of 3.5 in the surprise-
category. Annotators also found Attention difficult to distinguish from Positive affect and
Narrative feeling. They also struggled with negative story elements that can add to a
positive reading experience, such as a ‘creepy’ character. Respondents tend to annotate
such sentences as negative impact, while that is often impossible to judge without
context. In another example, annotators judged the sentence “My soul is beautifully
crushed” to indicate negative impact, but in our view a reviewer who writes this is
expressing positive impact. These differences between annotator-ratings and our own
conceptions of impact categories point towards one of the complexities of developing
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computational models for literary studies: while defining categories of impact and
formulating rules for our model, our own subjective understanding and academic
knowledge of impact categories and the impact of reading became part of the model
we produced. These conceptions may not necessarily align with the conceptions of
other people. To resolve issues of annotator agreement, we could consider recruiting
annotators with a background in reception studies or literary studies for future research,
since they will presumably have a shared understanding of these impact categories
based on the scholarly literature. Therefore, these annotators would probably be better-
equipped to distinguish and detect our eight impact categories, but it is also possible that
they would skew results with their pre-existing definitions of the categories. Another
option would be resolving disagreement between annotators using the method outlined
by Oortwijn, Ossenkoppele, and Betti (2021), or recruiting annotators from within the
community of people actively writing English-language reviews on Goodreads. This
way, we could validate the model using conceptions from within the community we are
studying. While we tried to do this by contacting the moderators of various Goodreads
groups, we received little response. In the end, developing a flawless model to measure
how reading impact is expressed in online reviews may be impossible, because of the
subjectivity and fluidity of the categories such a model tries to measure. In the act of
operationalizing impact categories through rulesets, some of their polysemic meanings
are inevitably lost. Nonetheless, we believe that our current imperfect model has pointed
us towards some interesting insights into the impact of reading expressed in our corpus

of reviews. We discuss these insights in Section 5.

5. Analyzing Reading Impact of Novels

In this section, we anhalyze the impact identified by our model by applying it to a
collection of 1,313,863 reviews of 402 well-known books, from the Goodreads crawl
introduced in Section 3.2. As the results from the previous section cast doubt on the
viability of measuring some of the categories of impact, in this section we ignore Surprise
and Reflection. We selected books with at least 10 reviews in both Dutch and English
so that, in future research, we may compare the current and future versions of the
English-language model against the Dutch model.

5.1. Impactful Books

Our model generated a rating for each of the 402 books in each of the model’s categories.
This rating gives an indication of how often a specific type of impact was mentioned
in a specific review. After normalizing the scores for the length of the reviews we
computed which books scored highest and lowest in each category. Table 4 lists the
books scoring highest on Stylistic feeling and Humor. The left column contains mostly
literary classics that received high critical acclaim; we would expect those novels to score
high on Stylistic feeling. The right column contains mostly books that are well-known for
their comic appeal. Similar lists for other categories are not always easy to evaluate, for

example because lesser-known novels appear in the list or because there is no canon of
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Title Author | Title Author
Monsieur Linh and his Child ~ Philippe Claudel Weird Things Customers Say

in Bookshops Jen Campbell
Lolita Vladimir Nabokov | Look Who's Back Timur Vermes
All the Light We Cannot See ~ Anthony Doerr The Hitchhiker’s Guide to the
Galaxy Douglas Adams
Stoner John Williams The Secret Diary of Hendrik Groen,
83% Years Old Hendrik Groen
The Sense of an Ending Julian Barnes The Hundred-Year-Old Man Who

The Discovery of Heaven

Harry Mulisch

Climbed Out of the ...
The Girl Who Saved the King of
Sweden

Jonas Jonasson

Jonas Jonasson

HHhH Laurent Binet Me and Earl and the Dying Girl Jesse Andrews
The Vanishing Tim Krabbe The Rosie Project Graeme Simsion
A Visit from the Goon Squad  Jennifer Egan A Totally Awkward Love Story Tom Ellen

The Book Thief Markus Zusak Geek Girl Holly Smale

Table 4: Top ten titles on Stylistic impact (left) and Humor (right)

narratively engaging novels, the way there is one for literary novels. Still, some results
suggest that our rules are pointing in the good direction. For example, one would expect
that non-fiction titles score low on Narrative feeling. Indeed, the four worst-performing
titles in terms of Narrative feeling are non-fiction titles, including Marie Kondo’s The
Life-Changing Magic of Tidying Up. These results provide prima facie evidence for the
validity of the rules that we use to define these impact categories.

5.2. Correlations between Impact Types

In this section, we analyze the correlation between impact types and the correlation
between impact types and the average rating of reviews, when aggregated per novel,
for the same set of 402 novels. For this analysis, we computed impact score per category
based on the recommendation of Koolen, Boot, and van Zundert (2020), where we
suggest weighing the number of impact rule matches per review by the log-length of
the review in number of words. This weighing should account for the fact that long
reviews potentially’have more impact matches without actually indicating stronger
impact. The Pearson correlations are shown in Figure 3, with levels of correlation above
0.2 highlighted in green. Unsurprisingly, Positive affect is positively correlated with its
components Narrative feeling, Stylistic feeling and Humor. We discuss the correlations of
Attention and Negative feeling with the other impact factors and the correlations with
reviewer rating.

5.2]. Correlations of Attention

The most important correlation (.60) for Attention is with Narrative feeling. This suggests
that Narrative feeling draws readers in and leads to a sense of absorption and immersion.
Attention-related questions are also an important part of the Story World Absorption
Scale (M. M. Kuijpers et al. 2014). That there is no correlation between Attention and
Stylistic feeling similarly suggests that stylistic appreciation is not that important for
absorption. Attention is weakly negatively correlated with Humor. Knoop et al. (2016),
in their analysis of evaluative terms, distinguish between emotionally charged terms
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Figure 3: Pearson correlation coefficients between impact types and rating of reviews
aggregated per novel.

such as ‘sad’ and ‘beautiful’ and more cognitive terms such as ‘funny” or ‘humorous’.
The relationship between cognitive and emotional impact is an area of further research

for the refinement of our model.

5.2.2. Correlations of Negative feeling

It is surprising that Negative feeling is weakly to moderately positively correlated with
Attention, Positive affect and Narrative feeling. As this is not just a book-level effect (Positive
and Negative feeling are also correlated within individual reviews), we speculate that
these correlations occur because negative terms are often used concessively, as in ‘the
plot may be a bit unrealistic but.the characters are lovely’. But more research on these

correlations is needed.

5.2.3. Correlations of Impact Categories and Reviewer Rating

On Goodreads, reviewers have the option of rating a book on a five-star scale in addi-
tion to, or instead of, providing a written review. Only one impact category shows a
correlation with reviewer rating: Negative feeling. The moderate negative correlation
suggests that negative terms are not just used concessively but often do express a lack

of appreciation.

The lack of correlation between rating and the other impact categories is surprising.
Positive feeling, as measured by sentiment analysis tools, is known to predict rating
(De Smedt and Daelemans 2012). We would also expect Attention, which is closely
related to enjoyment (M. M. Kuijpers et al. 2014), to correlate positively with rating.
This lack of correlations could indicate that the impact model succeeds in extracting

new information, independent from rating, from the review text.

The correlations among impact types, or lack thereof, as well as those between impact
types and rating, call for further analysis of the nature of their relation. Reader charac-
teristics may also influence this relation. For instance, we found a negative correlation
between impact in the Reflection category and reviewer ratings (not shown in Figure 3).
This could mean that reviewers are less appreciative of books that encourage reflection.
But it could also mean that readers who engage in more reflection generally give more
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moderate ratings. More generally, how does rating behavior relate to reading preference
and other reader characteristics?

6. Discussion

Our findings allow us to address our two main research questions and to indicate a
number of areas for future research into the impact of fiction and the usefulness of
measuring and analyzing that impact computationally in online book reviews. In future

research, we will build on the findings presented in the current paper.

6.1. Conclusions

1. How effective is our adaptation of the Dutch model?

Based on the results from the English impact model so far, the model is effective
in some categories but not all of them. For several impact categories the rule-
based model attains good performance in terms of precision and recall, but more
ground truth data is needed to reliably validate some other categories, and for
some categories more rules are needed to cover the various ways impact can be
expressed. When ranking books.by scores in individual impact categories, the
model appears to do a goodjob. In future work, we intend to compare the English
impact model presented in this paper with the existing Dutch model.

(a) Can the new impact categories we add to the model be captured in a rule-based model?
Can these new categories be meaningfully identified by human annotators?
We added four new impact categories to the impact model described in
Boot and Koolen (2020), in the hope that adding more categories would
lead to a more fine-grained and accurate model. Some of these newly added
categories proved difficult for annotators to identify consistently. For example,
annotators frequently seemed to confuse Attention and Narrative feeling. For
example; according to the annotators “Lots of twists and turns and good
characters” indicated Attention as well as Narrative feeling while we, and
the rules of our model, see this sentence as indicating only Narrative feeling.
Conversely, annotators labelled the sentence “The third book of the trilogy is
just as compelling as the other two” as both Narrative feeling and Attention,
while our model would only sees it as Attention. Such overlap, disagreement
or confusion between categories shows that, similar to the original categories,
identifying which sentences express a specific type of impact remains a
difficult and subjective task.
One way of approaching this issue might be to compare the correlations
between the impact categories as established by our model and those between
the impact categories as rated by the annotators. That could provide us with a
sense of how the annotators’ conceptualisation of the impact categories differs
from our model’s conceptualisation. However, that some of the new impact
categories can be meaningfully identified by a rule-based model is already
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clear from the combination of inter-annotator agreement analysis, evaluation 527
of the model based on the ground truth annotations, and comparing the 528

reading impact of novels identified in sets of reviews. 529

(b) Is adapting an existing rule-based model for use in another language a productive 530
approach? Is our method of translating and changing rules an effective way to do 531
this? What are the challenges and advantages of transferring knowledge or tools from 532
Dutch to English through translation and adaptation? 533
Our results indicate that the translation of the rules, in combination with 534
adding new rules specific to English, is a viable approach to building a 535
reading impact model for English-language reviews and expanding on the 536
existing Dutch model. However, since human annotators detect impact in 537
many words and phrases that the model disregards, it seems that adding still 538
more rules may be necessary. Also, adapting the model was a labor-intensive 539
process. This is a definite drawback of taking a translation-approach to a 540
rule-based model. On the other hand, the advantage of translating the model 541
from Dutch to English is that it makes the impact model accessible to a wider 542
user base of researchers. 543

2. Is a rule-based model a productive tool for assessing the impact of fiction as expressed in 544
online book reviews? What are the advantages of a rule-based model compared to other 545
approaches, such as machine learning? 546
A rule-based model has advantages and drawbacks when compared to other 547
approaches, like Machine Learning (ML). Rule-based approaches are more trans- 548
parent than trained ML models because users can inspect each and every rule 549
and understand how the model arrived at a specific decision. With ML models, 550
especially neural network-based models, the knowledge is distributed over and 551
represented by a large number of weights between the network nodes. Asina 552
rule-based’'model researchers can add or translate impact-rules, they can adapt the 553
tool to specific research questions and language domains without requiring large 554
amounts ground truth annotations to train a ML model. Moreover, for fine-grained 555
annotation in specific domains, like identifying expressions of different types of 556
reading impact, it can be difficult to attain good performance with ML, as ML 557
models need to be trained on domain-specific data to adapt to the domain-specific 558
terminology and nuances (Thelwall, Buckley, et al. 2010; Wu and Huang 2016; 559
Mishev et al. 2020), which requires large amounts of training data. For instance, 560
for the simpler task of sentiment polarity classification, many thousands or tens 561
of thousands of annotated examples are needed (Mishev et al. 2020; Yao and Yan 562
Wang 2020). At the same time, formulating and validating rules is also a labor- 563
intensive process and our model did not attain great results for every category. 564
However, the impact model presented in this paper could potentially be used to 565
gather such data. Thus, the best approach for future research may be to combine 566
rule-based and machine learning methods. 567
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6.2. Directions for Future Research

As discussed in 2, online book reviews are not necessarily representative of the un-
mediated reading experience, let alone of the spectrum of reading experiences that a
book may evoke in different readers. Given the increasing amount of work that uses
online book response in the study of reading, research that bridges these gaps seems
particularly urgent, for ourselves as well as for the wider field of research in literary
reading.

Another ambitious next step in studying reading impact is the possibility of connecting
the impact reported in online book reviews to specific features of individual books. This
is the aim of the Impact and Fiction project (https://impactandfiction.huygens.k
naw.nl/), where we will develop new metrics to computationally identify high-level
features of literary texts such as mood, style and narrative structure, in order to examine
the relationship between these book-intrinsic features and the impact of books expressed
in online reviews. Additionally, we will differentiate between groups of readers to take
into account that different (groups of) readers may respond differently to these book
features (Van den Hoven et al. 2016). The research presented in this paper serves as a

first step towards answering such questions.
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Abstract.

This paper presents a workflow to analytically compare translations of Ancient Greek
texts into English and Persian through the analysis of parallel corpora aligned manually
at word level using UGARIT translation alignment editor. We extracted the translation
pairs, measured word intersections, match ratios, and part of speech data, in order to
observe how close the translations were to each other and to the original text. The
corpus we propose includes the Iliad, the Hippolytus, and Against Neaira. In addition to
the direct translations, we have included and analyzed some indirect translations in the

Greek-Persian corpus where French has been used as the mediating language.

1. Introduction

In this study, we propose an application of translation alignment for the study of transla-
tions of Ancient Greek texts in English and Persian. We introduce the general principles
of translation alignment and its challenges in the domain of historical languages, and
examine how the alignment of parallel texts at word level can support a comparative
analysis and the individuation of certain translation phenomena.

Translation alignment is defined as the operation of aligning parallel texts, i.e. two or
more texts in different languages. It is an essential task of Natural Language Processing,
the main purpose of which is to define which parts of a source text correspond to which
parts of a second text. The result is often a list of pairs of items (words, sentences, or
larger chunks of text like paragraphs or documents) (Kay and Roscheisen 1993). A
collection of parallel texts aligned at some level is also defined as a parallel corpus.

Translation Alignment is a task that can be performed automatically, semi-automatically
or manually, through the establishment of translation pairs. The most important current
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methods for automatic translation alignment belong to two categories: statistical or
neural models. The first statistical lexical models for automatic word alignment, known
as IBM models, were introduced in the 1990s (Brown et al. 1993); more recently, Giza++
was introduced to perform automatic alignment based on similar principles, and it was
long considered the state of the art for automatic alignment with statistical methods
(Och and Ney 2003). However, statistical methods require an enormous amount of
training data, and tend to perform poorly in the absence of large corpora. Recently,
neural models have been developed as an alternative, exploiting static or contextualized
word embeddings extracted from multilingual language models and semantic similarity
matrices, to create accurate alignments even without training data: for example, recent
tools like AWESOME aligner (Dou and Neubig 2021) and SimAlign (Jalili Sabet et al.
2020) fall into this category. Moreover, multilingual contextualized language models
such as mBERT and XML-R can be fine-tuned on monolingual and bilingual datasets
used in a supervised and unsupervised manner, to predict word-level alignments for
under-resourced languages (Yousef, Palladino, Wright, et al. 2022; Yousef, Palladino,
Shamsian, Ferreira, et al. 2022).

Despite the popularity of automatic models, manually aligned parallel corpora remain
an essential resource used in a variety.of fields, especially if aligned according to specific
guidelines and at high levels of granularity (word and sentence level). Primarily, they
provide training data for statistical methods, or gold standards against which neural
models can be tested. However, they are also used in many other contexts, including
text mining, pedagogy, and textreuse (Dagan, Church, and Gale 1999; Graga et al. 2008;
Véronis 2000). Parallel corpora are also used in the analysis of languages and translations,
in lines of research such as Corpus-Based Translation Studies (CTS), which analyze
parallel corpora, coupled with information like part of speech and morphosyntax, to
provide a better understanding of translational dynamics or textual traditions (Baker,
Francis, and Tognini-Bonelli 1993; Laviosa 2008).

For these reasons, many tools are designed to facilitate a user-based creation of parallel
texts at word and sentence level. A first category includes tools that offer an annotation
interface to generate translation equivalents without improving the visualization of the
performed alignments: these include the Blinker Project (Melamed 1998), which was
used to align different versions of the Bible in French and English; the LDC Word Aligner,
for the alignment of Arabic-English and Chinese-English broadcast texts (Grimes et
al. 2010); TagAlign, which allows users to annotate texts with a pre-defined tagset
(Caseli, Feltrim, and Nunes 2002) for Portuguese and English. A second category of
tools empowers various kinds of methods to visualize and query the annotated texts:
Yawat (Germann 2008), Alpheios (Almas and Beaulieu 2013), SWIFT Aligner (Gilmanov,
Scrivner, and Kiibler 2014), and CLUE-Aligner (Barreiro, Raposo, and Luis 2016), enable
users to create alignments manually and offer various options for visualizing them, such
as side-by-side view, interlinear text view, and alignment matrices (Yousef, Palladino,
Shamsian, and Foradi 2022a).
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1.1. Introducing Ugarit: A Tool for Translation Alignment of Low-resourced Lan-
guages

Typically, the methods and tools developed around parallel corpora are conceived for
modern languages. One important exception is Alpheios, which was designed with
Ancient Greek and Latin texts in mind, but it does not allow the open publication of the
alignments on the web (Almas and Beaulieu 2013).

Historical, indigenous, and generally under-resourced languages lack the necessary
infrastructure to successfully apply automated methods for annotation or alignment,
and manually annotated data are often the only resource available to create and analyze
parallel corpora. Most of these languages are ancient or minority languages, for which
the descriptive and historical study of the textual and linguistic tradition is of unques-
tionable importance, but their status determines a set of peculiar issues. As a general
principle, the more distant two languages are by typology (e.g. analytical vs. synthetic
languages), the more difficult it is to establish exact translation correspondences, be-
cause of the structural variations in morphology and word order. For ancient languages,
there is the added difficulty of having to deal with a tradition and a culture that are
radically distant, that cannot be verified with native speakers, and that typically require
a completely different approach to reading and comprehension (Crane 2019). Typically,
ancient texts will also have a long and complicated translation history (Nergaard 1993;
Bettini 2012), with translations derived indirectly from other modern languages, textual
corruptions, and several manipulations (Lefevere 1992).

The tool used for this study, Ugarit, is a web-based Translation Alignment editor de-
signed with ancient or low-resourced languages in mind (http://ugarit.ialigner.com/).
It is a crowd-sourcing project that enables users to align up to three parallel texts at
sentence or word level, specifically focusing on texts less represented in translation
alignment.

Figure 1: The home page of Ugarit.

The workflow is very simple: the user uploads the desired texts or imports them from
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the Perseus Digital Library, and clicks on the words to align, which are then stored in
the database as translation pairs. A progress bar allows the users to see how much of a
text has been aligned. Users can create translation pairs aligning one word to another
word (1-1), one word to many words (1-N), many words to one (N-1), and many to
many (N-N). By default, the alignments are published on the platform in the 'New
Alignments’ panel, although users may opt out by simply selecting a different visibility
option. The translation pairs can be further examined using the Alignment Statistics
chart provided by Ugarit, which counts the frequency of the types of pairs created, or
by downloading the whole datased in XML or tabular format. It is also possible to
analytically inspect published alignments by hovering with the mouse on each token:
aligned words and expressions are highlighted in both texts. An additional service
of transliteration of non-Latin alphabets is also provided for most of the languages

currently aligned.

Figure 2: Public view of an alignment, showing the transliteration feature.

At the database level, Ugarit creates translation graphs, which can be used for dynamic
lexica induction. Further, Ugarit allows users to inspect how other people aligned a spe-
cific word using thetranslation pairs search functions, which provides a contextualized
visualization of an aligned pair (Yousef, Palladino, Shamsian, and Foradi 2022a).

Because of these powerful supporting features, Ugarit has been variously used for
research, machine translation development, and language learning (Foradi 2019; Yousef,
Palladino, Shamsian, and Foradi 2022b; Shukhoskvili 2017; Yousef, Palladino, Shamsian,
Ferreira, et al. 2022; Yousef, Palladino, Wright, et al. 2022). The user pool currently
counts 581 users, and more than 40 different languages including Ancient Greek, Persian,
Latin, Egyptian, Coptic, Georgian, and Arabic, while more than 250,000 texts have been

aligned by scholars, teachers, students, and non-experts.

2. Methodology

Ugarit demonstrates the potential of translation alignment in analytical tasks on texts
and languages, based on the reflective evaluation of correspondences between words
(Palladino, Foradi, and Yousef 2021): for this reason, it can also be used for the systematic

comparison of translations of ancient texts (Shukhoskvili 2017).

The analytical study of translations through alignment is an operation of philology
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and close reading (Berti 2019; Eve 2019). While it involves a certain amount of distant
reading and NLP operations, such as POS tagging, lemmatization, and various kinds of
queries, it also supports fine-grained research questions that require control on the data
in a way that automatic methods alone do not allow (see below in our Conclusions).
For example, it enables researchers to establish phrasal correspondences based on the
peculiarities of the texts: Homeric texts, for instance, will have standard formulas that
may be reflected in translations in various ways, and that a researcher may want to
query to individuate particular trends. Moreover, it enables the study of languages
currently not supported by effective NLP pipelines, such as Persian, as presented in this

paper.

We used Ugarit to conduct the collection of translation pairs (TPs) used for this study.
We used aligned translations of texts in Ancient Greek, selecting samples from Greek
tragedy (Euripides’ Hippolytus) and Homeric epic (Iliad). The texts were aligned against
competing translations in English (Euripides) and in Persian (Iliad). The same annotator
completed each category of alignments (Ancient Greek vs. English and Ancient Greek
vs. Persian), ensuring that a consistent strategy was adopted in the establishment
of translation pairs. Each annotator followed a set of guidelines designed for that
particular language pair to provide more homogeneous alignments and reduce the

chance of mistakes to a minimum

Although Ugarit provides a local option to download the translation pairs and to visual-
ize alignment statistics, we extracted all translation pairs directly from the database, so
that we did not have to repeat the process multiple times with each individual align-
ment. Then, we analysed. the following variables: 1) rate of non-aligned words in both
languages; 2) word intersections, to investigate the rate of semantic overlap across the
translations being compared; 3) TP ratios, measuring how many times one word in the
original matched against one word in the translation (1-1) or against more than one
word (1-N) and'vice versa (N-1), and how many times groups of words were aligned
in both texts (N-N);3) for Ancient Greek and English, we were also able to measure
intersections across parts of speech, to investigate how close the grammatical structures
used in the translations were to the original text.

In this article, we present the results of the analysis on a small sample, as a showcase
for our methodology: we plan to expand the study to a much larger dataset in future
iterations.

2.1. Texts selection and rationale

The selection of the texts was limited chiefly by some contingent factors: first, we
needed several adequately digitized translations of Ancient Greek works, available on
the web, preferably covering a wide timespan and with some variation in audience and

1. This strategy was effective. By the end of the study, only two relevant mistakes had been detected in the
whole corpus. This shows the importance of guidelines to reduce the chance of error, and reinforces the idea
that guidelines and supervision need to be established especially when various annotators are at work.
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destination (translations conceived for critical editions vs. translations addressed to a

more general public or for performance, for example)”.

Euripides” Hippolytus, a tragedy written in 428 BCE on the basis of a previous version
now lost, is a text well attested on the web with plenty of digitized translations to choose
from. The notorious character of the play, dealing with subjects such as incest and
misoginy, makes it a frequent choice for both scholarly and more popular translations,
while its longstanding tradition in Ancient Greek literature ensures the existence of early
translations; moreover, the fact that this was a text conceived for theatrical performance
opened more possibilities in terms of variety. The selection of the texts to align was
very easy for anyone who knows the play: the prolog of Aphrodite, where the goddess
introduces the main character Hippolytus (vv. 1-20), and the mysoginistic monologue
by Hippolytus himself (vv. 616-638).

For Persian, the scarcity of direct translations from Ancient Greek is the main challenge,
as most translations are indirect and derived from mediating translation(s). Although
most Ancient Greek texts have not only one, but multiple indirect translations in Persian,
we wanted to include at least one direct translation, which limited the range of choices.
The Iliad is one of the very few texts that, in addition to two indirect translations,
also has a direct translation in Persian..Using translation alignment for a comparison
between indirect and direct translations gives us practical information for evaluating
accuracy and reliability. Considering that indirect translation are the main method
for transmition of the Ancient Greek texts to Persian, the question of their accuracy is
of great significance. Moreover, the three translations of the Iliad come from different
backgrounds and therefore show sufficient variation for testing our methodology.

3. Alignment of Euripides, Hippolytus

The user compared four competing translations of the Greek tragedy Hippolytus. *:

e D. Kovacs, 1995 (Euripides. Children of Heracles. Hippolytus. Andromache. Ecuba.").
Alignment of 1-20°, and 616-638°. This translation was selected as a specimen of a
recent scholarly edition and previously praised for its programmatical faithfulness
to the original (Gibert 2022).

o G. Theodoridis, 2010 (Euripides, Volume Three. Medea, Herakleidae, Herakles,
Hippolytus.”). Alignment of 1-20° and 616-638: ”. This translation is the only one

2. The only exception was D. Kovacs’s English translation from Loeb, where individual passages were selected
by a Ugarit user from the edition in print. The edition was chosen because it was a particularly appropriate
example of a standard scholarly work on the Hyppolytus.

3. In this early version of the paper, we selected the vv. 1-20 and 616-638. More are going to be added in the
final version.

4. Edited and translated by D. Kovacs. Loeb Classical Library, Cambridge: Harvard University Press

5. http://ugarit.ialigner.com/text.php?id=31127

6. http:/ /ugarit.ialigner.com/text.php?id=31118

7. Made available on the web for noncommercial use at https://bacchicstage. wordpress.com/euripides/hip-
polytus/, Accessed on 24 November, 2021

8. http://ugarit.ialigner.com/text.php?id=31124

9. http://ugarit.ialigner.com/text.php?id=31119
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of the corpus that was written with a theatrical performance in mind (although

not necessarily for a particular representation), rather than for reading.

e Ian Johnston, first edition 2016 (Euripides, Hippolytus'”). Alignment of 1-20 !
and 616-638'%. A translation written specifically for a general public, including
teachers and students of the tragedy, and the only one in poetry.

e E.P.Coleridge, 1910 (The Plays of Euripides.'”), Available on WikiSource. Alignment
of 1-20'* and 616-638'°. Commissioned as a prose translation by the publisher, it
was delivered by the translator with the intent of being “an accurate rendering
of the Greek text with some elegance of expression” (preface, p. 11). Evidently,
the language is very distant from the three modern translations selected for this
study.

The translations were aligned against the original text by the same user and with a
consistent alignment method. The baseline was provided by already existing guidelines
for the alignment of Ancient Greek and Englishl(’. However, these guidelines were
conceived for the creation of alighment gold standards for the improvement of machine-
actionable translation alignment: therefore, they prioritized linguistic principles and
a rigid approach to translation units, regularly privileging word-to-word alignments,
which are more useful to train automatic methods to an array of extremely diverse
texts and authors. Therefore, a slightly revised version was used for this study, with
the main goal of increasing tolerance towards author- and text-specific constructs, and
consequently the number of phrase-to-phrase alignments, which are less useful for the
implementation of automatic methods but are functional to the retainment (and query)

of features that a translation scholar may deem important for analysis.

3.1. Discrepancies: analysis of non-aligned words

The visualization of the alignments on Ugarit provides a nice overview on the most
visible characteristics of each translation, alongside a quick glance on the percentage of
aligned and not aligned tokens between the compared texts.

10. Translated by I. Johnston, Vancouver island University. Nanaimo, British Columbia. URL: http://johnsto-
niatexts.x10host.com/euripides/hippolytushtml.html, Accessed on 24 November, 2021

11. http:/ /ugarit.ialigner.com/text.php?id=31128

12. http://ugarit.ialigner.com/text.php?id=31120

13. Translated into English Prose from the Text of Paley by Edward P. Coleridge. G. Bell and Sons, London
14. http://ugarit.ialigner.com/text.php?id=31126

15. http://ugarit.ialigner.com/text.php?id=31121

16. https://github.com/UgaritAlignment/Alignment-Gold-Standards/blob/main/grc-eng/guideli
nes_grc-eng.pdf
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Figure 3: A screenshot of alignment ID 31124 (Theodoridis’s translation of vv. 1-20). Aligned
tokens are in blue, while non-aligned tokens are in red. The progress bars below each text
indicate an estimate of the non-aligned tokens in percentage, including punctuation.

Visualized alignments also make it easier to individuate overarching tendencies in non- 208
aligned words. While Ugarit provides percentages that include punctuation, we have 209

excluded punctuation from this analysis and provide exclusively numbers for individual 210

words. 211
Translation NA in Greek
Hipp. 1-20
(126 words)  NA in English
Hipp. 1-20

(126:words) NA in Greek
Hipp. 616-638
(143 words)  NA in English
Hipp. 616-638

(143 words)

Kovacs 13 10 6 18
Theodoridis 20 82 17 102
Coleridge 11 14 6 5
Johnston 19 31 8 30

Table 1: Calculation of non-aligned words in the translation and in the original in two sections of
Hippolytus.

The lack of alignment in Ugarit indicates that the user, following the guidelines provided, 212
did not find an acceptable correspondence for an individual word or group of words in 213
the other text. Wherever the number of non-aligned tokens in one of the two texts is 214
significantly lower or higher than the other, it suggests that something in the original 215
was omitted or overlooked, or that there is a tendency to expansion and paraphrasing 216
in the translation. Obviously, an analysis of the non-aligned words is required: we 217
extracted the list of non-aligned tokens from the Ugarit database, both in the source and 218
target text, for further investigation. As it is to be expected, the POS and intersection 219
data reveal that most translators omit functional words, conjunctions, and particles in 220
the Ancient Greek text, and add some on their own that are not in the original: therefore, 221
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words like pév, te, xai, 8¢, 81}, &v, yép, 1 are frequently omitted by all translators, while
English words like ‘and’,’even’,/but’,'then, are also frequent additions.

In the translation by Theodoridis, the number of non-aligned tokens presents the most
staggering ratio between original and translation (overall 37 non-aligned words in Greek,
and 184 non-aligned words in English!). This measure suggests that, while a substantial
part of the original was left out, there is a very visible counter-tendency to expand on
the original, as a stylistic choice going beyond what a translator would normally do to
explain a word or expression to their audience. This is confirmed by the analysis on the
individual non-matching words, which include typologies way beyond stopwords and
particles (Greek constructs: xovk avovupog; nouns and concepts: Pé&pog, yovrj, kakov,

KaAOv, xaipwv, yével, x0ovdg, mohitdv, dhfbeiay, etc.).

As it is perhaps to be expected, Kovacs shows a balance in the number of non-aligned
tokens in both languages (19 words in Greek, 28 in English), with little more than
stopwords and particles being omitted from the original, and some additional explana-
tory words in the translation, particularly in vv. 616-638. Moreover, the ratio between
non-aligned tokens in Ancient Greek and English shows that there is no strong tendency
towards expansion in the translation,as the number of non-matching English tokens is
not remarkably higher than the Greek ones.

Somehow more surprisingly, the rate.is much more skewed for the other modern trans-
lator, Johnston, where the number of non-aligned English tokens is significantly higher
than the number of non-aligned Greek tokens. Moreover, while the Greek mostly in-
cludes stopwords, prononuns, and particles (e.g. yap, pév, kai, te, €ig, &17), the English
clearly shows a tendency towards expansion, with the addition of significant words and
concepts that tend to be.explanatory of the Greek (e.g. the would-be husband, wife,
worthy family, disparage, bestow, Hippolyta, lad, women, god, time, etc.).

Figure 4: A screenshot of alignment ID 31120 (Johnston’s translation of vv. 616-638). Aligned
tokens are in blue, while non-aligned tokens are in red. The progress bars below each text
indicate an estimate of the non-aligned tokens in percentage, including punctuation.
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Finally, perhaps the most surprising of all is Coleridge, which has the lowest and most
uniform number of non-aligned words across the board (17 in Greek, 19 in English). In
only two cases the omission of the Greek is particularly relevant, both in vv. 1-20: the
expression kovk avovopog referred to Aphrodite (lit. “not anonymous”, famous), which
is paraphrased and incorporated in the rest of the verse as “wide o’er man my realm
extends, and proud the name”, and the verb yavet (lit. “scorns”, scil. marriage), which
is replaced in context with “will (have) none of it”. In the remaining cases, most of the
words omitted are stopwords or redundancies (e.g. the word pvbwv, ‘words’, is omitted
from the expression ‘and the truth of this (i.e. these words)”.).

Figure 5: A screenshot of alignment ID'31126 (Coleridge’s translation of vv. 1-20). Aligned tokens
are in blue, while non-aligned tokens are in red. The progress bars below each text indicate an
estimate of the non-aligned tokens in percentage, including punctuation.

3.2. Similarities: analysis of intersection data

We extracted intersection data from all four alignments, then compared intersections
across all translations and across any combination of them. We observed that the
intersection between each pair of translations is always minimal. Overall, among all
four translations in Hipp. 1-20 (125 Greek words) the intersection was for 8 translation
pairs (TPs) after capitalization (but before lemmatization): Muag’ - ‘'me’, ’8” - ‘but’, '’
‘and’, ‘topd” - ‘my’, ‘xpéatn’ - "‘power’, "Aptepuv’ - ‘Artemis’, ‘kopnv’ - ‘daughter’, ‘&derenv’
- 'sister”.

In Hipp. 616-638 (143 Greek words) the overall intersection was for 7 translation pairs
(TPs): i’ - ‘or’, "¢V’ - i/, “oidnpov’ - ‘iron’, ‘i 81’ - ‘'why’, "el’ - "if’, "yovauk@dv’ - 'womern’,

te xal” - ‘and’.

Overall, the intersection is not only minimal, but relatively insignificant as to the ty-
pologies of overlapping words, which include in the majority adpositions, such as év,
particles such as te or 8¢, and conjunctions such as kai and &i, which have a limited array

of options for translation.

Some more intersections could be added by including minor changes due to editorial
choices (e.g. presence of determiners or different capitalization), and focusing exclu-
sively on semantic similarity after lemmatization, i.e. only considering how a lemma

was translated regardless of how its inflected form was rendered. These additions allow
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us to expand the list a little more, but they omit important contextual information re-
garding syntactic choices of each translator, and should be taken with caution.. With this
increased level of tolerance, we may include the following pairs: '8ed&’ - "goddess’, "Zedc’
- "Zeus’, "Tpolnvia’ - "Troizen’, ‘Thitbedc” - 'Pittheus’, “InnéAivtog’ - "Hippolytus’, "6Aog’
- ‘'wealth’, "xpvoog” - ‘gold’, "Zetg’ - "Zeus’, "yovr)’ - ‘'woman’, "yévog’ - 'race’, "Aéktpov’ -
'wife’, ‘pepvry’ - ‘dowry’ (but note ‘dower” in Coleridge). Finally, we may add cases where
there is a 3/4 overlap and where the fourth translation is only minimally different. These
include: "#xactog - ‘each man’, ‘¢é\evbepog’ - ‘free’, "'yodkdg' - ‘bronze’, "Bpotdg’ - ‘man’,
"xpnotog’ - ‘good’, "Apalodv’ - ’Amazon’ (but note Kovacs, ‘the Amazon woman’), "¢ye’ -
T, "0e6¢” - 'god’.

Opverall, we observe more regular overlap in the following categories:
e Proper nouns: "Aptepg’ - ‘Artemis’, "Zedg’ - 'Zeus’, "Apolov’ - ‘"Amazon’, 'Onoedg’ -
"Theseus’, 'TIitOetq’ - 'Pittheus’, "Inwoivrog” - "Hippolytus'. .

e Functional words, like prepositions, adverbs, conjunctions, and pronouns "koi” -

‘and’, 'év’ - in’, "el’ - “if’, "¢¢” - “into’, ’év’ - "among/’, "6c0ol” - “all’, "yap” - “for”.

e Common or very common words thathave a standardized meaning in a given con-
text, especially including words related to the religious or family sphere: "6Afo¢’
- ‘'wealth/family wealth’, "d&pa” -’home /house/estate’, "Aéktpov’ - ‘wife’, "Opénw’
- 'to raise’, ‘pepvi)” - 'dowry’, 'yov)” - ‘woman’, ‘Bpdretog/Ppoteia/Bpotodg’ - ‘'mor-
tal/mortal kin/mortal man’,"vadg” - ‘temple/shrine’, ‘ovpavég’ - "heaven’, ‘oéfw’
- 'to respect (a deity)’,/natip’ - ‘father’, ‘mevOepog’ - ‘in-law’, ‘tipdw’ - 'to receive
honors/be revered’.

e Technical or rare words that have few established meanings, with little left to

stylistic choice: “oidnpog’ - “iron’, "yahkog’ - ‘bronze’, "ypuvcog’ - ‘gold’”.

Even in these cases, however, some words belonging to the same categories do not
overlap across translations. For example, certain proper nouns are sometimes translated
differently. The most prominent case is ‘TI6vtog’, a name that simply stands for 'sea’,
but is conventionally referred to the Black Sea when capitalized. Kovacs and Johnston
both opted for the Latinized name Euxine Sea (Pontus Euxinus), more traditional
for scholarly translations, Theodoridis preferred the more modern version "the Black
Sea’, while Coleridge simply translated 'the sea’ (non-capitalized). An interesting case
occurs with the genitive ‘Onoéwg’, which is always translated as “of Theseus”, except in
Theodoridis, who expands the translation adding contextual meaning by the seed of
Theseus”.

Additional patterns of overlap can be seen across each pair of translations:

For the two translations that have the highest intersection (Kovacs and Johnston), there
is a high level of literal overlap in all the categories described above: we observed a
total of 22 functional words (prepositions, conjunctions, adverbs), 6 proper names,
and 11 family or religious names. However, there are also more correspondences in
cases where conscious stylistic choices were made: both authors translated 'Konpig” as
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Translations Hippolytus 1-20

(126 words) Hippolytus 616-638

(143 words)

Kovacs-Johnston 22 (17.46%) 29 (20.27%)
Kovacs-Coleridge 20 (15.87%) 25 (17.48%)
Theodoridis-Johnston 12 (9.5%) 13 (9.09%)
Theodoridis-Coleridge 11 (8.7%) 13 (9.09%)
Theodoridis-Kovacs 15 (11.9%) 15 (10.04%)
Johnston-Coleridge 13 (10.31%) 14 (9.07%)
Average values 15 (11.9%) 18 (12.58%)
Total intersection 7 (5.5%) 7 (4.89%)

Table 2: Word intersections across translations of the Hippolytus.

"Aphrodite’, 'TI6vtoc’ as “the Euxine Sea”, and the genitive "Athavtik@dv’ as '(the Pillars) 315
of Atlas’. Moreover, certain common words were translated in the same way: "x6ovog’ - 316
"land’, "taxbg” - 'swift’, the gen. "ovpavod” was translated by both authors as a locative 317
('in heaven’), and the word "gutév’ was translated by both with the neutral ‘creature’, as 318
opposed to both Theodoridis and Coleridge, who chose derogatory words ('beast’ and, 319
remarkably, ‘weed”). 320

Coleridge’s much older translation doesnot fare as bad as we would expect, although still 321
below the average in most cases: The type of overlap, however, is limited to functional 322
words and a few of the common categories we have observed above, with very little 323
that may be connected to conscious stylistic choices. On the other hand, Coleridge 324
distinguished himself in a few cases, where a more liberal translation was chosen: e.g. 325
‘ovpavég’ - "heaven’s courts’, as opposed to the prevalent 'heaven’; the acc. of motion 326
"xAopay tAnv’(lit. through the green forest) - ‘through the Greenwood’ (capitalized); 327
"Mextpov’ (lit. the marriage bed) - ‘Love’ (capitalized); fjAtog” (the sun) - ‘the sun-god’; 328
"d@dpa’ (house) -“independence’; "Aéyoq’ (lit. marriage bond) - ‘wife’. 329

Theodoridis’s translation, on the other hand, regularly scores low intersections. This may 330
be explained by the very different destination of this translation, which was conceived 331
for the scene, rather than for reading. One relevant exception is the overlap with Kovacs 332
in the peculiar translation of the word "Aéxtpov’ as ‘the bed of love’, which is unique in 333
our dataset. This phenomenon is coupled with very distinctive choices in cases where 334
there is strong semantic overlap in the other three: "map6évog” (lit. virgin) - "his little 335
virgin deity’, the gen. ‘Onoéwg’ - ‘by the seed of Theseus’, "vaiw” (to dwell) - ‘live out 336
their lives’, "yaAxog’ - 'some piece of bronze’, ‘oneipw’ - to sow the seeds’, "éxmovel” (lit. 337
he works out, finishes off) - 'he begins the little game of cajoling’ (sic!), "’Aappéave’ - to 338
bring’, as opposed to 'to take’ in the other three. 339

As much as similarities matter, there are also parts of the text that are regularly translated 340
in completely different ways. This was most commonly observed in fixed expressions 341
and idiomatic constructs, which were addressed very differently by each translator. 342
For example, the expression “gppovodow péya’ (lit. they think great things) was only 343
translated literally by Kovacs (‘think proud thoughts’), but it was bound together and 344
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paraphrased by the other three: ‘treat with disrespect’ (Theodoridis), ‘stuffed with
pride’ (Johnston) and ‘vaunt themselves’ (Coleridge). More conventional expressions
that would be recognized by any student of Ancient Greek are always translated in
a different way. For example, the popular tragic expression "&xer 8 avéayxnv’ (lit. it is
necessary): 'there is a fatal necessity” (Kovacs), ‘And then come the unavoidable choices
of his constrains’ (Theodoridis), '(he) has a fatal choice’ (Johnston), ‘For he is in this
dilemma’ (Coleridge). Other fixed, recurring expressions such as 'vov 8¢” (lit. but now):
‘But as matters stand’ (Kovacs), ‘As it is now’ (Theodoridis), ‘But as it is’ (Johnston),
‘But now’ (Coleridge), and 'tovte 8¢ dfjhov’ (it is clear from this): "The clear proof is
this” (Kovacs), "Here’s the clear proof of it (Theodoridis), "What’s more there is clear

evidence to show’ (Theodoridis), "Tis clear from this’ (Coleridge).

We observed the widest and most consistent disagreement in the translation of one single
word: the neutral adjective xaxov, which appears repeatedly in vv. 616-638 as a signpost
for 'woman’. Each translator used a noticeable variety of synonym, including "curse’,
‘evil’, "bane’, ‘problem’, "plague’, ‘trouble’, “unbearable burden’, ‘'mischief’, ‘worthless’
and ’brainless figurine’ (sic!), with remarkable variety in the space of about twenty

verses.

3.3. Translation pair ratios

The charts below show the ratios of Translation Pairs (TPs) across the four translations:
1-1 indicates a match of one word in the original to one word in the translation, 1-N one
word in the original with more than one word in the translation, N-1 more than one in
the original with one word in.the translation, and N-N indicating many words to many
words in both.

In general, the ratios are.consistent across the group, with about a third of 1-1 TPs,
regularly higher in Coleridge and in Kovacs, and lower in Theodoridis and Johnston.
1-N TPs are also regularly between 50 and 60% of the total in all four translations. This
phenomenon can be partly explained with the fact that Ancient Greek is an inflected
language, where meaning is added by means of changing the ending part of words,
while English is very marginally inflected, and it tends to use more words to convey
the same ideas; moreover, English and Ancient Greek make a very different use of
determiners (e.g. definite articles), and English tends to use them much more often,
effectively duplicating the number of words used.

Part of these trends, however, can be explained as the result of conscious translation
choices. The rates of 1-N and N-N TPs are particularly high for Theodoridis and Johnston.
In the case of the former, this further substantiates the impression that his translation
has a tendency towards expansion, as observed above. Johnston, however, is a close
second. In fact, despite the fact that his translations are often semantically similar to the
rest of the group, and to Kovacs in particular (see above), the high 1-N ratio shows a
considerable tendency towards expansion. Compare cases like "¢xtivopev’ - 'we must
produce a bride price from’ (as opposed to ‘'we pay out, we bring to the ground’), the
dative of disadvantage "&vBpomnoig” (lit. against men) is translated emphatically with "to
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lead men astray’, ‘p&g nAiov” (lit. the sunlight) - ‘our sunlit world’, the dative "xoaxicte’

(lit. for the worst) - ‘for a brainless figurine’ (sic!).

To sum up our observations so far, the combination of non-aligned words, semantic
overlap across translations, and TP ratios can be used to reveal features of translations
that have tendencies to build upon, or explain, the original. Johnston is an interesting
case in point: while the intersection data reveals a nice semantic overlap with the other
modern and scholarly translation by Kovacs, the combination of TP ratios and non-
aligned words suggest that Johnston expands and explains more broadly and more
freely, and omits more substantially as well. His translation, in fact, is not necessarily
created to be read alongside the original, as in the case of Kovacs (the Loeb edition of
Euripides features the Ancient Greek text to the side), but is conceived for an extended
public of teachers, students, and general readers interested in the ancient world but not
necessarily familiar with Ancient Greek.

Kovacs may be expected to be the most consistent translator in the ratio of translation
pairs. Quite surprisingly, however, Coleridge’s translation shows very similar overall
scores, if not even superior (e.g. the higher percentage of 1-1 TPs). So, while the
intersection data suggest the peculiarity of the language and translation choices of
Coleridge, the non-aligned words and the TP ratios tell a different story, showing how
he is still very adherent to the original text, with a very high degree of word-to-word
correspondence, and very little tendency towards expansion or omission.

Figure 6: Translation Pair ratios across the four translations of Hippolytus, vv. 1-20.
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Euripides, Hippolytus, vv. 1-20 Euripides, Hippolytus, vv. 616-638

1-1 1-N N-1 N-N ‘ 1-1 1-N N-1 N-N

Kovacs 38 (43%) 48 (54%) 1(1%) 2(2%) | 43 (39%) 56 (51%) 4 (4%) 6 (6%)
Theodoridis 27 (34%) 49 (61%) 1 (1%) 3 (4%) | 30 (31%) 56 (58%) 2 (2%) 8 (8%)
Johnston 30 (37%) 46 (57%) 2 (2%) 3 (4%) | 33 (32%) 56 (54%) 3 (3%) 11 (11%)
Coleridge 44 (48%) 44 (48%) 0(0%) 3 (3%) | 51 (47%) 46 (43%) 4 (4%) 7 (6%)

Table 3: Translation Pair ratios across the four translations of Hippolytus, with percentages.

Figure 7: Translation Pair ratios across the four translations of Hippolytus, vv. 616-638.

3.4. POS Tags 406

We also examined parts of speech in the Greek and compared them against each transla- 407
tion, to investigate whether translators would tend to use similar grammatical structures 408
to what they found in the original. We used UDPipe'” trained on an Ancient Greek 409
dataset to extract POS data (Straka and Strakova 2017, Celano, Crane, and Majidi 2016), 410
and revised the results manually to increase accuracy'®. 411

The categories where variation was less common were nouns and adjectives: often 412
nouns would be translated with other nouns, adjectives with other adjectives, and 413
proper nouns with other proper nouns. Often, however, English would add words not 414
present in the original, such as determiners, e.g. ‘p&¢” - ‘the light’, 8¢’ - “a/the goddess’, 415
"‘xakov’ - ‘a bane’ or ‘this plague’, ‘pvtov’ - 'this creature’” or ‘the weed’, "0ABog” - 'the 416

17. https://lindat.mff.cuni.cz/services/udpipe/

18. Overall, UDPipe trained on the Perseus model for Ancient Greek gave remarkably good results, which
only needed minimal revision. This is encouraging for future study, where the amount of manual correction
will necessarily reduced, as the size of the dataset increases. See further in our Conclusions.
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wealth’; or possessive adjectives, e.g. “Gyaipa’ - "his idol’, “yapPpog” - 'his in-laws’, "déopa’
- 'their/his/their own house. Notably, in a few cases nouns were translated with a pair
adjective+noun, a phenomenon mostly recurring in Johnston: e.g. "Bpotég” - ‘mortal

man’, ‘ophia’ - ‘a close relationship’, “wondedpa’ - “a student trained”.

Verbal forms displayed the highest degree of variation across all four translations: very
often, translators would alter tense, person, mood, or voice of a given form in the original.
This happened frequently, but not exclusively, with Greek participles. E.g. ‘c¢fovrtag’
- ‘reverence’, ‘Tipdpevol” - “from those honours’, ‘vne€edwv” ‘there goes bit by little bit’,
"kndedoag’ - ‘a man makes’, "Aafov’ - ‘takes’, ‘pérlovreg’ - ‘'we would'.

Other variations were due to linguistic factors: while in Greek the subject of a verb can
be left implicit and rendered only with the verb’s personal ending, in English the subject
has to be explicit, e.g. “avaiveton” - "He shuns’ / "he refuses’, "é€oupei’ - "he clears of’, "tipg’
- 'he honors’, "1jfelec” - 'you wanted'.

Opverall, full overlap in POS was not frequent except for functional words and particles,
even considering some of the categories described above as partial matches: interest-
ingly, the highest rate of overlap was in.Kovacs and in Coleridge, while Johnston and
Theodoridis, predictably, had the lowest score. The situation was not substantially

changed by considering both full and partial matches. This reinforces the observations
made above, that Coleridge, although being stylistically distinct from the rest of the
translations, seems indeed to be'more “faithful” to the original even in morphology,
while the one translation designed with a substantially different destination in mind is
also the most distant from the original in every way.

Translations Matching POS

Hippolytus 1-20

(126 words) Non Matching POS

Hippolytus 1-20

(126:-words) Matching POS

Hippolytus 616-638

(143 words) Non Matching POS

Hippolytus 616-638

(143 words)

Kovacs 24 65 34 75

Theodoridis 16 64 23 73

Coleridge 22 69 36 72

Johnston 14 67 24 79

Table 4: Matching and non-matching part-of-speech tags across Hippolytus.

4. Iliad 1-67: Comparing Ancient Greek and Persian translations

The third subset includes alignments of Iliad 1.1-67 with three Persian translations:

e Saeed Nafisi, 1958 (Nafisi 1958), Derived from the French translation.'.

19. Alignment: http://www.ugarit.ialigner.com/text.php?id=28503
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e Mir Jalaleddin Kazzazi, 1998. (Kazzazi 1998), Derived from the French transla-

tion.”".

e Farnoosh Shamsian, 2020, translated directly from Greek?!.

All three translations were aligned by the same annotator following the same guidelines.
Two out of the three translations are indirect, using French translations as mediating
texts. Unlike Greek to English, direct translations from Greek to Persian are rare; how-
ever, indirect translation is a common practice and most major texts even have multiple
indirect translations, usually from English, French or German. Although indirect trans-
lation might be less efficient for translation alignment, it is still the main medium for
the transfer of Greek texts to Persian and consequently, has a significant impact on the
reception of Greek culture among Persian speakers.

Figure 8: Translation pair ratios across all translations of the Iliad

There are similar trends between the two indirect translations in comparison with the
direct one. Both indirect translations have a lower number of 1-1 pairs and higher
number of 1-N pairs in comparison to the direct translation. This is mainly caused
by phrasal translation of certain Greek words, particularly of epithets. For instance,

20. Alignment: http://www.ugarit.ialigner.com/text.php?id=28502
21. Available on https://github.com/farnoosh-shamsian/Iliad Alignment: http://www.ugarit.ialigner.com/-
text.php?id=28504
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translation of the word ”ébxviudeg” has 4 tokens both in Kazzazi and in Nafisi, but
only 1 token in Shamsian. The ratio of N-N or N-1 pairs doesn’t show considerable
differences between the three translations.

However, the most substantial difference is not in the ratio of the pairs, but in the
number of non-aligned tokens. The indirect translations are generally longer, Kazzazi’s
translation with 901 and Nafisi’s with 742 token in comparison to 542 of Shamsian, and
have a much higher number of non-aligned tokens, Nafisi with 233 and Kazzazi with

337, while the non-aligned tokens in the direct translation are minimal.

Figure 9: Ratio of aligned and non-aligned tokens across all translations of the Iliad

One reason for the higher number of non-aligned tokens in the indirect translations
might be that they tend to be more descriptive and use multiple synonyms which have
no equivalent in the Greek text but correspond with the mediating text. Both indirect
translations are derived from the French edition by Eugene Lasserre (Homer 1965) while
consulting other translations such as Mazon (Homer 1962) and Leconte de Lisle (Homer
1867). The differences might be better demonstrated on a sentence level. For instance,
both indirect translations of the Iliad 1.25 have 16 tokens and the direct translation has 12
tokens (Except in graphs, all Persian texts have been transcribed for easier formatting).
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Figure 10: Translations of Hom. IL. 1.25 with transcription and glosses.

Since the guideline prioritizes 1-1 alignment, only one of the multiple synonymous
equivalents was aligned with the Greek, leaving other synonyms unaligned. In the
example of Iliad 1.25, the Greek word kak@g is translated to [zalemane] in the direct

translation, and to [az sar-e xasm va kebr] and [saxt va dorost] in the indirect translations.

The word xpatepov in the same line is translated to [gate’] in the direct translation and to

[be saxti va xoSunat] and [ xorusan va atasin-xuy, dar setize ba 'u] in the indirect translations.

It should be considered that a change of approach in the guideline could significantly
affect the ratio of translation pair. For instance, according to our guidelines, when a
word in the Ancient Greek is translated to two or more synomymous word, only one
of the equivalents 'should be aligned. A different approach in the guidelines could
have resulted in mutiple 1-N pairs by including the synonymous equivalents instead of
leaving them unaligned.

Non-aligned tokens of the Greek text Not surprisingly, the number of non-aligned tokens
in the Greek text is higher in the indirect translations, 92 in Nafisi, 69 in Kazzazi compared
to 23 in Shamsian. Most Greek words without equivalents in the direct translation are
particles, often 8¢ and te, with 8 and 6 incidences respectively out of the 23. On the
other hand, the non-aligned tokens in the indirect translations also include nouns, verbs

and even phrases, caused by semantic variation through the mediating texts.
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Figure 11: Translations of Hom. Il. 1.31 with transcription and glosses.

While the indirect translations do not correspond with the Greek text, they can be aligned
with the French translation, particularly with Mazon. For instance, the alignment of
Nafisi’s translation of Hom.Il.1.31 with Mazon would produce the following pairs,

leaving only two tokens unaligned in Persian, [anji] and [man]:

"allant et venant’- [dar raft-o-amad xahad bud], 'devant’ - [dar barabar-e], métier’-[ kargah]

Intersections The intersection data extracted from all three translations indicates a high
degree of variance and there seems to be no significant difference between direct and
indirect translation:

Translations Intersection data

Iliad 1-67

Nafisi-Kazzazi 70

Nafisi-Shamsian 71

Kazzazi-Shamsian 75

All 70

Table 5: Word intersections across translations of Iliad

Most of the intersection consists of pronouns and certain particles. Some examples
are 'el’ - [agar] meaning ‘if’, "6AN”’ - [amd ]| meaning 'but’, ‘npiv’- [ma]| meaning ‘we’, or
"évi” - [dar] meaning “in’. There are also instances of some common words that have
a standardized translation, such as "vukti’- [sab] meaning night, "‘6aA&oong’ - [daryi]

meaning sea, or ‘moAepdg’ - [jang ] meaning war.

Some of these intersections are proper nouns; however, contrary to the high overlap of
Greek proper nouns that we see in the English translations, most proper nouns do not
match in the Persian translations. Part of these differences is caused by the influence of
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the mediating language on pronunciation and others by the limits and characteristics
of the Persian writing system. Still, few names have only one writing, such as Zeus or

Apollo (in Persian, [apolon]). Examples of proper names with multiple spellings are:

Figure 12: Variations of proper names in translations of the Iliad

5. Conclusions and Future Work

In this paper, we presented a preliminary insight into what could be done with the
resources provided by translation alignment and a tool like Ugarit, specifically applied
to the study of translations of ancienttexts. To sum up, we presented a combination of
the following criteria as measures of the interaction between translation and original,
and across various translations: 1) number of non-aligned tokens in both languages
and the ratio between the two;2) intersection data, implemented with lemmatization,
across competing translations; 3) ratios of translation pairs; 4) POS tags and their
intersection, limited to Ancient Greek and English. We used a combination of these
criteria to examine trends.across our translations. For Hippolytus, these observations
led to the somewhat surprising conclusion that a 1910 translation, despite a completely
different set of stylistic and linguistic choices, was in fact more literal and adherent
to the original than the modern and academic ones by all accounts. For the Iliad, the
application of these criteria supported the isolation of phenomena specific to indirect
translations, such as the peculiar rendering of proper names.

The work here presented is part of a larger effort in upscaling the functionalities of Ugarit
and its user base, and it is conducted in parallel with the development of Alignment
Guidelines for various types of projects, often but not exclusively with Ancient Greek as
a source language. Our future work is oriented towards considerably expanding the
dataset of parallel corpora at our disposal, to apply this methodology to a larger group
of texts.

First of all, we are using alignment guidelines and Gold Standards for the development
of a multilingual translation model, which should considerably facilitate the collection
of translation pairs (Yousef, Palladino, Shamsian, Ferreira, et al. 2022) and alleviate
the burden of the manual work that is required at present. Second, the expansion of
the corpus will amplify the tolerance to errors in the establishment of translation pairs

and in the POS analysis. The bigger the dataset, the less minor mistakes are going to
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affect the overall conclusions, while at the same time reducing the demand for intensive

manual supervision.

On the other hand, it is likely that lemmatization and lexicalization will be more impor-
tant with larger corpora, where there will be less space for the analysis of individual
subtleties.

Overall, a larger dataset will help limit the incidence of errors in the analysis. However,
in the course of this study we also observed that the manual intervention of a scholar
in establishing certain kinds of translation pairs is essential to conduct an analytical
study. Automatic models tend to privilege 1-1 TPs, but a researcher may be interested
in investigating phrasal translations, or in collecting instances of peculiar adjectivization
or expansion, and so on. This implies that there needs to be a certain level of manual
supervision and intervention, regardless of the size of the corpus, and a philological ap-
proach is essential to the design of a dataset that aims at the investigation of translations
of ancient texts. Finally, it needs to be emphasized that some languages, such as Persian
as described in this paper, do not have the luxury of accurate NLP models: while an
alignment-based analysis of translationsis still very important for these languages, there
is a serious hindrance to the generalized application of automated methods to produce
supporting data.

Since Antiquity, translations have been a medium between cultures, not just between
languages. This was well known to modern philologists, who reflected upon the neces-
sity of translating the Classics as a cultural problem of transferring an “alien” literature
and its values. Wilhelm von Humboldt acknowledged that translations are essential to
non-expert audiences: however, he advised to read the Classics by comparing multiple
translations, to make sure that the readers could somehow get a sense of the complexity
of the original text (Humboldt 1816).

Translations are witnesses of the linguistic and semantic complexity of ancient texts.
Their very different approaches to them are reflected in the very little consistency and
lack of semantic overlap, even in texts that are somehow editorially stable, such as the
Iliad and Greek tragedy. Our study reflects how translators’ choices and decisions create,
at all effects, very different texts and very different impressions of the original: while lack
of linguistic overlap is to be expected, it is very surprising to see how there is very little
consistency in addressing even the least ambiguous types of words, such as personal or
place names. Overall, patterns of inconsistency and instability can be detected across the
board: in the semantics, word choices, grammatical constructs, and in the establishment
of word correspondences. Certain translations, such as Theodoridis” Hippolytus, emerge
as peculiar because of the stylistic choices of the translator, but they are not any closer
to the original than the rest in many respects. In the case of Persian, the mediation of a
different tradition, the French one, affects the structure of the text and its relation to the

Ancient Greek original.

Traduttore traditore (translator = traitor): translations may appear equivalent on the

surface, but they are really different in the way they render the complexities of an ancient
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text. As their semantic overlap is minimal, they reflect the individuality of the translators
and their specific circumstances, rather than “just’ the individual character of the author.
However, translations are necessary, and can even be works of art in their own respect.
As computational methods become more and more accessible, tools like UGARIT can
support an in-depth approach to the relationship between translations and original
that was not possible before. By empowering a user-centered and analytical approach
to word correspondence, tools like UGARIT can help experts and non-experts engage
more deeply with linguistic and semantic differences, encouraging better exchange
between translations and originals (Palladino 2020). Not everybody can easily read
the Iliad or Euripides in Ancient Greek: translation alignment, however, may facilitate
a cross-linguistic approach to a text, as it places at its center not the translation or the
original as autonomous entities, but the relationship between them, at the linguistic,

grammatical, and semantic level.
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https://github.com/UgaritAlignment/JCLS22-Paper
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The alignments have been created using UGARIT translation alignment editor
http://ugarit.ialigner.com
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Abstract. This paper concerns an empirical evaluation of nine different measures of
distinctiveness or ‘keyness’ in the context of Computational Literary Studies. We use nine
different sets of literary texts (specifically, novels) written in seven different languages as
a basis for this evaluation. The evaluation is performed as a downstream classification
task, where segments of the novels need to be classified by subgenre or period of
first publication. The classifier receives different numbers of features identified using
different measures of distinctiveness. The main contribution of our paper is that we can
show that across a wide variety of parameters, but especially when only a small number
of features is used, (more recent) dispersion-based measures very often outperform
other (more established) frequency-based measures by significant margins. Our findings
support an emerging trend to consider dispersion as an important property of words in

addition to frequency.

1. Introduction

Edward Tufte, the pioneer of data visualization, famously wrote: "At the heart of
quantitative reasoning is a single question: Compared to what?" (Tufte 1990: 67). And
indeed, any number or value established in some way can only really be endowed with

meaning when it is placed in the context of other, comparable numbers or values. One

may think of several fundamental strategies for such a contextualization of numbers.

Taking the same measurement at different times is one such strategy and taking the
same measurement in different subsets of a dataset is another. Each of these strategies
comes with typical statistical operations for the comparison of the values, such as
regression to determine a trend over time or a test of statistical significance to compare
the distributions of values in two subsets of a dataset (Diez, Cetinkaya-Rundel, and Barr
2019).

What the above observation points to is that comparison is a fundamental operation in
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many domains operating with numerical values. This is also true, however, for many
text-based domains of research, whether statistically-oriented or not (Klimek and Miiller
2015). The research we report on here brings both strands together in the sense that it is
located at the intersection of literary studies and statistics. More precisely, our research
is concerned with modeling, implementing, evaluating and using statistical measures
of comparison of two or several groups of texts. The measures we focus on are used to
identify characteristic or distinctive features of each group of texts in order to gain an
evidence-based understanding of the specific contents, style and/or structure of these
groups of texts. As we describe below, such measures have been developed in domains
such as Information Retrieval, Corpus and Computational Linguistics, or Computational
Literary Studies. In our research, we bring together knowledge and insight from these
domains with the general objective of fostering a better understanding of measures of

distinctiveness.

The research we report on in this contribution is set in the wider context of our research
into measures of distinctiveness for comparison of groups of texts. Previously, we have
worked on the issue of qualitative validation of measures of distinctiveness (see Schroter
et al. (2021)). We have also implemented a wide range of measures of distinctiveness in
our Python package pydistinto.! With the current contribution, we focus on the step of
evaluating the performance of a substantial range of such measures using a downstream

classification task.

In this paper, we focus mainly on subgenres of the novel as our dinstinguishing category.

This is motivated both by the fact:that subgenres are an important classificatory principle
in literary studies? and by our anecdotal observation that human readers of popular
literature are able to determine the subgenre of a novel (whether they are reading a
crime fiction, sentimental, or science-fiction novel) based on only a relatively small
section from a givennovel. The classification task we use in this contribution is meant to
mirror this ability and-asks the following question: How reliably can a machine learning
classifier, based on words identified using a given measure of distinctiveness, identify
the subgenre of a novel when provided only with a short segment of that novel? The
subgenre labels used in this task are derived from publisher data, especially with respect
to book series dedicated to specific subgenres of the novel. We test the identification of
distinctive words with a wide range of measures of distinctiveness (including measures
that can be described as frequency-based, distribution-based, and dispersion-based) and

using a broad range of literary corpora in seven different languages.

Specifically for the task at hand, we further hypothesize that dispersion-based measures
of distinctiveness should have an advantage over other measures. The reason for this,
we assume, is twofold: first, features (single word forms, in our case) identified to be
distinctive by a dispersion-based measure have a higher chance of appearing in shorter,

randomly-selected segments taken from an entire novel than features identified using

1. See: https://github.com/Zeta-and-Company/pydistinto (DOI: https://doi.org/10.5281/zeno
do.6517683).

2. For a concise introduction to genre theory, see Hempfer (2014) and, with a focus on computational
approaches to genre, Schéch (2020).
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other kinds of measures, in particular frequency-based measures; second, dispersion-
based measures have a tendency to identify content-related words as distinctive, in
contrast to (some) frequency-based measures, which tend to identify high-frequency

function words as distinctive (as observed in Schéch, Schlér, et al. (2018)).

Our paper is structured as follows: First, we summarize related work (a) describing
different measures of distinctiveness and (b) specifically comparing several measures of
distinctiveness to each other (section 2). We go on to describe the different corpora we
have used for our study (section 3) as well as the methods used to perform the evaluation
task and to analyze the results (section 4). We then discuss the results we have obtained,
first in a single-language setting, then in a multi-language setting (section 5). We close

our contribution by summarizing our key findings and describing possible future work.

2. Related Work

Related work falls into two groups, either defining and/or describing one or several
measures of keyness or distinctiveness, or specifically comparing several measures of
distinctiveness to each other based on-their'mathematical properties or on their perfor-

mance.

2.1. Measures of distinctiveness

The measures of distinctiveness implemented in our framework have their origins in
the disciplines of Information Retrieval, Computational Linguistics, and Computational

Literary Studies.

Table 1 gives a short.overview of the measures of distinctiveness implemented in our
Python library, along with their references and information about studies in which they
were evaluated. Under the heading ’types of measures’, we very roughly characterize the
underlying kind of quantification of the unit of measurement. As all the measures have
different mathematical calculations and describing all of them in detail goes beyond
the scope of this paper, we propose this typology as a brief and simplified review that

summarises the key characteristics of the implemented measures.

In Information Retrieval (IR), identifying distinctive features of given documents is
a fundamental and necessary task when it comes to extracting relevant documents
for specific terms, keywords or queries. The most widespread keyness measure in this
domain is the Term frequency - inverse document frequency measure (TF-IDF). It was
first suggested by Luhn (1957) and optimized by Spérck Jones (1972). It weighs how
important a word is to a document in a collection of texts. Today, there is a wide range
of different variants and applications of the TF-IDF measure. One prominent example
is the TF-IDF-Vectorizer contained in the Python library sklearn that suggests many
useful parameters. The TF-IDF measure implemented in our framework is based on

this library.

When it comes to the amount and the variety of measures of distinctiveness, Computa-
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’ Name Type of measure \ References \ Evaluated in ‘
TF-IDF Term weighting | Luhn 1957; Spérck | Salton and Buckley
Jones 1972 1988

Ratio of rela-
tive frequencies

Frequency-based

Damerau 1993

Stefan Th. Gries 2010

(RRF)
Chi-squared test | Frequency-based | Dunning 1993 Lijffijt, Nevalainen, et
(x?) al. 2014

Log-likelihood
ratio test (LLR)

Frequency-based

Dunning 1993

Egbert and Biber
2019; Paquot and
Bestgen 2009; Lijffijt,
Nevalainen, et al. 2014

Welchs  t-test | Distribution- Welch 1947 Paquot and Bestgen

(Welch) based 2009 (t-test); Lijffijt,
Nevalainen, et al. 2014

Wilcoxon Dispersion- Wilcoxon 1945; Mann | Paquot and  Best-

rank sum | based and Whitney 1947 gen  2009; Lijffijt,

test (Wilcoxon) Nevalainen, et al. 2014

Burrows  Zeta | Dispersion- Burrows 2007; Craig | Schéch 2018

(Zeta_orig) based and Kinney 2009

logarithmic Zeta | Dispersion- Schoch 2018 Schéch 2018; Du et al.

(Zeta_log) based 2021

Eta Dispersion- Du et al. 2021 Du et al. 2021

based

Table 1: An overview of measures of distinctiveness

tional Linguistics (CL) is the most productive domain. However, almost all measures
widely used in CL were originally not invented for text analysis, but were adapted
from statistics. As theyrare usually used in CL for corpus analysis, many of them are

implemented in different. corpus analysis tools.

One of the simplestimeasures is the ratio of relative frequencies (Damerau 1993). As
its name already says, it considers only the relative frequency of features and relies on
the division of the value for the target corpus by the value of the comparison corpus. It

cannot deal with words that do not appear in the comparison corpus.

The Chi-squared and Log-likelihood ratio tests are somewhat more sophisticated statisti-
cal distribution tests with underlying hypothesis test.3 These measures are widely used
in CL and implemented in some corpus analysis tools, such as WordSmith Tools (Scott
1997), Wmatrix (Rayson 2009), and AntConc (Anthony 2005). One problem with these

measures is that p-values tend to be very low across the board when these tests are used

3. Statistical hypothesis tests are based on the computation of a p-value that expresses the probability
that the observed distributions of words in a target and a comparison corpus could have arisen under
the assumption that both corpora are random samples from the same underlying corpus (Oakes 1998).
Put simply, such a test compares the frequency distributions of a given word in two corpora; if these
distributions are very different, the probability that the two corpora are samples from the same
underlying corpus is small, expressed by a small p-value, and the word is distinctive for the corpus in
which it occurs more often. If, however, the distributions are very similar, then the probability that
the two corpora are samples from the same underlying corpus is large, expressed by a large p-value,
and the relatively small differences in the frequency distributions are most likely due to chance. The
conventional threshold of statistical significance is p = 0.05.
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CONFERENCE Evaluation of measures of distinctiveness

for comparing language corpora. The more important problem, however, is that they
are designed to compare statistically independent events and handle corpora as a bag of
words. These tests use the total number of words in the corpus and do not consider an

uneven distribution of words within a corpus (Lijffijt, Nevalainen, et al. 2014).

Welch’s t-test, named for its creator, Bernard Lewis Welch, is an adaptation of Student’s
t-test. Unlike the Student’s t-test, it does not assume an equal variance in the two
populations (Welch 1947). Like the two former tests, it is also based on hypothesis
testing, but in contrast to them, it takes not only the frequency of a feature into account.
Sample mean, standard deviation and sample size are included in a calculation of the
t-value. That is the reason why this measure can better deal with frequent words that

occur only in one text or one part of a text in a given collection.

Unlike previous measures, the Wilcoxon rank sum test, also known as Mann-Whitney
U-test, does not make any assumption concerning the statistical distribution of words in
a corpus; in particular, it does not require the words to follow a normal distribution, as
assumed by other tests such as the t-Test. Corpus frequencies are usually not normally
distributed, making the Wilcoxon test better suited (Wilcoxon 1945; Mann and Whitney
1947; see also Oakes (1998)). It is based on'a comparison of a sum of rank orders of texts
in two text collections. The rank orders.of texts are defined according to the frequency
of a target word, without considering to which of both corpora this text belongs (see
Lijffijt, Nevalainen, et al. (2014)). In our implementation, it sums up the frequencies
per segment of documents; for this'reason, we consider it to be a dispersion-based rather

than a frequency-based measure.

In Computational Literary Studies (CLS), one of the main application domains that uses
measures of distinctiveness is stylometric authorship attribution. In this domain, John
Burrows is famous for having introduced a distance measure he called Delta that serves
to establish the degree of stylistic difference between two or several texts. (Burrows
2002). However, Burrows also defined a measure of distinctiveness, called Zeta, that
was quickly takenup for concerns other than authorship (Burrows 2007. There are
several variants of Zeta proposed by Craig and Kinney (2009) and by Schéch, Schlor,
et al. (2018). Compared to measures based on statistical tests, Zeta is mathematically
simple. It compares document proportions of each word in the target and comparison
corpora by subtracting the two document proportion values from each other. The
document proportion is the proportion of documents in the corpus in which the relevant
word occurs at least once. Zeta has a bias towards medium-frequency content words.
These two attributes make it attractive for other application domains in CLS, such as
genre analysis (Schoch 2018) or gender analysis (Hoover 2010). This measure quantifies
degrees of dispersion of a feature in two corpora and compares them.* It is performed by
comparing the document proportions of a target word or feature (that is, the proportion

of all documents in which the target word occurs at least once) in the target and the

4. On dispersion, see Lyne (1985); Stefan Th Gries (2019) and Stefan Th. Gries (2021b). The latter
defines dispersion as "the degree to which an element - usually, a word, but it could of course be any
linguistic element - is distributed evenly in a corpus" (7) and notes the unduly high correlation of most
currently-used dispersion measures with frequency.

JCLS, 2022, Conference 5

104
105
106
107

108
109
110
111
112
113
114

115
116
117
118
119
120
121
122
123
124
125

126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142



CONFERENCE Evaluation of measures of distinctiveness

comparison corpus. In our framework, we implemented two variants of Zeta: Burrows’
Zeta (Zeta_orig, Burrows 2007) and logarithmic Zeta (Zeta_log, Schoch, Schlor, et al.

2018) to compare their performance.

Eta is another dispersion-based measure recently proposed by Du et al. (2021) for
comparative analysis of two corpora. Eta is based on comparing the Deviation of
Proportions (DP) suggested by Stefan Th. Gries (2008). DP expresses the degree of
dispersion of a word and is obtained by establishing the difference between the relative
size of each text in a corpus and the relative frequency of a target word in each text of
the corpus and summing up all differences. Eta works by subtracting the DP value of a
word in the target corpus from its DP value in the comparison corpus Like Zeta, Eta
therefore also compares the dispersions of a feature, but it does so in a different way,

namely, by comparing the DPs of words in two corpora.

2.2. Comparative evaluation of measures

The evaluation of measures of distinctiveness is a non-trivial task for the simple reason
that it is not feasible to ask human annotators to provide a gold-standard annotation.
Unlike a given characteristic of tokens or phrases in many annotation tasks, a given
word type is distinctive for a given corpus neither in itself, nor by virtue of a limited
amount of context around it. Rather, it becomes distinctive for a given corpus based on a
consideration of the entire target corpus when contrasted to an entire comparison corpus.
Furthermore, whether or not .a word can be considered to be distinctive depends on the
category that serves to distinguish the target from the comparison corpus. Commonly-
used categories include (genre or subgenre, authorship or author gender as well as period
or geographical origin. For any meaningfully large target and comparison corpus, this is

a task that is cognitively unfeasible for humans.

As a consequence, alternative methods of comparison and evaluation are required. In
many cases, such an evaluation is in fact replaced by an explorative approach, based on
the subjective interpretation of the word-lists resulting from two or more distinctiveness
analyses, and performed by an expert who can relate the words in the word-lists to their
knowledge about the two corpora that have been compared. More strictly evaluative
methods (as described in more detail below) can either rely entirely on a comparison of
the mathematical properties of measures (as in Kilgarriff (2001)). Alternatively, they
can be purely statistical (as in the case of the test for uniformity of p-value distributions
devised by Lijffijt, Nevalainen, et al. (2014)). Finally, such an evaluation can use a

downstream classification task as a benchmark (as for example in Schéch (2018)).

We provide some more comments on previous work in this area. Kilgarriff (2001) gives
a detailed overview of statistical characteristics of some distinctiveness measures, such
as log-likelihood ratio test, Wilcoxon rank sum test, t-test, TF-IDF. He suggests the
chi-squared test as more suitable measure for comparative analysis, but does not provide
significant empirical evidence for his claims. Paquot and Bestgen (2009) compare three
measures: log-likelihood ratio test, the t-test and the Wilcoxon rank sum test. They

apply these measures to find words that are distinctive of academic prose compared
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CONFERENCE Evaluation of measures of distinctiveness

to fictional prose. The authors stress that the choice of a statistical measure depends
on the research purpose. In the case of their analysis, the t-test showed better results,
because the distribution of the words across texts in the corpus was taken into account.
One of the most comprehensive evaluation studies of distinctiveness measures is provided
by Lijffijt, Nevalainen, et al. (2014). The authors evaluate a wide range of measures,
such as log-likelihood ratio test, chi-squared test, Wilcoxon sum rank test, t-test and
others. Their evaluation strategy principally relies on a test of the uniformity of p-values
designed to identify measures that are overly sensitive to slight differences in word

frequencies or distributions (for details, see their paper).

Schoch (2018) proposes an evaluation study across two languages. He compares eight
variants of Burrows Zeta by using top distinctive words as features in a classification
task for assigning novels to one of two groups. According to the evaluation results, the
log-transformed Zeta has the best performance; however, it remains open whether the
increased performance and improved robustness come at the price of interpretability of

the resulting word lists.

Egbert and Biber (2019), in turn, propose their own dispersion-based distinctiveness mea-
sure, which uses a simple measure of dispersion in combination with a log-likelihood ratio
test. Its effectiveness is compared to so=called corpus-frequency methods for identifying
distinctive words of online travel:blogs. Their paper shows that the dispersion-based
distinctiveness measure is better suited compared to the other measures. Their paper,
however, is lacking a systematic eomparison of the new measure to other established
measures of distinctiveness and does not really provide a significant empirical evaluation
of their method.

Du et al. (2021), finally, provide a comparison of two dispersion-based measures, namely
Zeta and Eta, for the task of extracting words that are distinctive of several subgenres
of French novels. The authors come to the conclusion that both measures are able to
identify meaningful distinctive words for a target corpus compared to another corpus

but do not consider a usefully broad range of measures.

Concerning an evaluation across languages, to the best of our knowledge, evaluations of
measures of distinctiveness that use corpora in more than one language are virtually non-
existent. The only example that comes to our mind is Schéch, Schlér, et al. (2018) who
used a Spanish and a French corpus for evaluation but only provide detailed information
on the results for French. Unless we have missed relevant publications, our contribution
is the first study that includes an evaluation of measures of distinctiveness on corpora

in multiple languages.

3. Corpora

For our analysis we used nine text collections. The first two corpora consist of contempo-
rary popular novels in French published between 1980 and 1999 (160 novels published in
the 1980s and 160 novels published in the 1990s). To enable comparison and classification
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of texts, we designed these custom-built corpora in a way that they contain the same
number of novels for each of four subgroups: highbrow novels on the one hand, and
lowbrow novels of three subgenres (sentimental novels, crime fiction and science fiction)
on the other. The texts in these corpora are, for obvious reasons, still protected by
copyright. As a consequence, we cannot make these corpora freely available as full texts.
We are currently preparing, however, their publication in the form of a so-called derived
text format (see Schoch, Dohl, et al. (2020); Organisciak and Downie (2021)) suitable

for use with our Python library and devoid of any copyright protection.

Another group of text corpora that we used for our analysis consists of 7 collections
of novels in 7 different European languages taken from the European Literary Text
Collection (ELTeC) produced in the COST Action Distant Reading for European Literary
History (see Burnard, Schich, and Odebrecht (2021); Schéch, Patras, et al. (2021)).°
We reuse the English, French, Czech, German, Hungarian, Portuguese and Romanian
corpora. From each of these corpora, we selected a subset of 40 novels: 20 novels from
the period from 1840 to 1860 and 20 novels from the period from 1900 to 1920.

corpus size document length document length
corpus (million words) no. of types (mean) (standard deviation) mno. of authors
fra_80s 8.83 119,775 55,225 27,161 120
fra_90s 8.48 111,501 53,010 26,976 124
ELTec_cze 1.98 163,900 49,642 24,734 33
ELTec_deu 4.62 158,726 115,531 101,915 30
ELTec_eng 4.66 53,285 116,477 75,672 35
ELTec_fra 3.31 65,799 82,802 86,926 37
ELTec_hun 2.44 258,026 61,055 40,513 36
ELTec_por 2.33 95,572 58,325 38,787 34
ELTec_rom 2.41 156,103 60,395 36,493 37

Table 2: Overview of the corpora used in our experiments.

4, Methods

To obtain a better understanding of the performance of different measures of distinc-
tiveness, we evaluate how well the words selected by these measures are helpful for
distinguishing texts into predefined groups. As mentioned above, we focus on subgenre
(and, to a lesser degree, on time period) as the distinguishing category of these text
groups here because these are both highly relevant categories in literary studies. This
means that among the approaches for comparative evaluation outlined above, we have
adopted the downstream classification task for the present study. The main reasons
for this choice are that the rationale and the interpretation of this evaluation test is
straightforward and that it can be implemented in a transparent and reproducible
manner. In addition, we assume that it will give us an idea how suitable the different

measures are for identifying the words that are in fact distinctive of these groups.
In order to identify distinctive words, we first define a target corpus and a comparison

5. Texts and metadata for these collections are available on Github: https://github.com/COST-ELTeC;
DOI: 10.5281/zenodo.3462435. On the COST Action more generally, see also: https://www.distant-
reading.net/.
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corpus and run the analysis using nine different measures, including two variants of the
Zeta measure. Concerning the first two corpora, which consist of contemporary French
novels, we are interested in distinctive words for each of four subgenres. Concerning the
second, multilingual set of corpora, we make a comparison separately for each language

based on two periods: earlier vs. later texts.

For the distinctiveness analysis of the contemporary French novels, we took novels from
each subgenre as the target corpus and the novels from the remaining three subgenres
as the comparison corpus. This means that we ran distinctiveness analysis four times
and obtained four lists of distinctive words for each subgenre and another four lists of
distinctive words for each comparison corpus (words that are not preferred by the target
corpus). For the classification of these novels, which is a four-class classification scenario,
we took the N most distinctive words from each of the above-mentioned eight lists to
classify the documents. Therefore, N * 8 features are actually used for the classification
tasks.

For the multilingual set of corpora, the situation is simpler, because there are only two
classes. We can get two lists of words, which are the distinctive words for each class
by running distinctiveness analysis only once, which takes one class (novels from 1840
to 1860) as the target corpus and thewother class (novels from 1900 to 1920) as the
comparison corpus. Here we also took the N most distinctive words from each of these
two lists to classify the documents: Therefore, N * 2 features are actually used for the

classification tasks.

To observe the impact of N on the classification performance, we classify corpora using
different settings of N & {10, 20, 30, 40, 50, 100, 200, 300, 400, 500, 1000, 2000,
3000, 4000, 5000}. Based on the absolute frequency of these features, we perform a
classification task. As explained above, as classification units we do not use the entire
novels, but segments of 5000 words. As the classification accuracy measure, we use the
Fl-score (F1l-macro mean). The performance is evaluated in a ten-fold cross-validation

setting.

In order to create a baseline for the classification tasks, we randomly sample N * 8 words
from each of the two French novel collections and N * 2 words from each corpus of the
multilingual collection and perform the segment classification based on the absolute
frequency of these words. This process has been repeated 1000 times and the mean

F1-score is defined as the baseline.

5. Results

5.1. Classification of French popular novel collections (1980s and 1990s)

This section describes the classification of French novel segments into four predefined
classes: highbrow, sentimental, crime and scifi. Before running the tests on corpora
of different languages, we want to check the variance of results within one language.

Ouly by excluding one confounding variable (language) from the test, we can conclude
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Figure 1: Classification performance of French.corpus (1980s) with four classifiers, depending on
distinctiveness measure and the setting of N:

that the differences in the performance of measures of ELTeC-corpora are caused by
the differences among different languages. That’s why we built two corpora of French

novels for our analysis: novels from the 1980s and from the 1990s.

First we applied bag-of-words based classification on both parts of the French novel
corpus, testing four classifiers: Linear Support Vector Classification, multinomial Naive

Bayes, Logistic Regression and Decision Tree Classifier.%

Figure 1 shows the classification results of the 1980s-corpus. The Decision Tree Classifier
has a clearly lower performance than the other three classifiers. The other three
classifiers produce better results with similar trends of F1-scores across different measures.
Therefore, in our further experiments we focus on results based on one classifier, namely
the Multinominal NB”. The classification results of the 1990s-corpus, for this preliminary

test, are very similar to the results presented in figure 1 and thus are not shown here.

Figure 2 shows the Fl-macro score distribution from 10 fold cross-validation for classifi-
cation of the French novel segments of the 1980s-dataset. The setting of N varies from
10 to 5000. The baseline is visualized as a green line in the plot. It corresponds to the

average of the classification results based on N * 8 random words, resampled 1000 times.

The classification based on the N most distinctive features leads almost always to better
classification results, compared to the baseline. The smaller the number of features, the
bigger is the difference between the baseline and performed F1-scores. The baseline

approaches the performance of the classifier that uses distinctive words as the number

6. LinearSVC, MulinomialNB, LogisticRegression and DecisionTreeClassifier from the Python package
scikit-learn; see: https://scikit-learn.org/.

7. According to https://scikit-learn.org/stable/tutorial/machine_learning_map/index.html,
Naive Bayes methods are suggested for classification of text data.
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Figure 2: F1-macro score distribution from 10 fold cross-validation obtained by genre
classification of French corpus 1980s with Multinominal NB. The green line is a baseline F1-score.
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Figure 3: T-test on every pair of the F1-scores distributions of measures. F1 score obtained from

classification of the 1980s-corpus. The black line is the significance threshold.

of features increases. This can be explained, firstly, by the continuously increasing

baseline performance. Secondly, we observe that with a high number of features, almost

all measures have similarly-high F1-scores. Thirdly, we assume, all lists of distinctive

words become more and more similar to each other and have considerable overlap with

the vocabulary of the segments at some point. Interestingly, however, as we can see

in the figures above, some measures (among them both Zeta variants,Eta, Wilcoxon

and Welch) almost constantly perform with high F1-scores that are clearly above the

baseline, even when the classification is performed with only N = 10 features.

Another observation based on figure 2 is that the differences in the variations of F1-score

distributions decrease with the increase of N. The measures also show different degrees of

variation of results depending on the corpora.® In order to identify which distinctiveness

measures produce features that lead to results that are significantly better and more

robust, we applied a two-tailed t-test on every pair of the Fl-score distributions. The

results for the 1980s text collection are shown in figure 3.

In figure 3, each boxplot represents the distribution of 36 p-values (all pairwise com-

binations of 9 measures) at the setting of the corresponding N. We can observe that

with increasing N, the number of p-values smaller than 0.05 (significance threshold)

decreases.? This means that the more features are used, the less statistically significant

differences exist between classification results. This observation proves our previous

8. Classification of the 1980s-collection leads to lower variations of the Fl-scores compared to the

classification of the 1990s-collection.

9. When N = 10-100, more than 50% of the p-values are below the threshold of 0.05 and when N = 300

or higher, most of the p-values are above the threshold of 0.05.
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conclusion, that a high number of features automatically leads to high accuracy and
(certainly, according to the p-values, from N = 3000) it is not important, in such a

scenario, which measure is used.

The more interesting observation, however, is that we have clear differences in F1-
scores of the measures when a small number of features is used (e.g. N = 10, 20,
30).19 To investigate this phenomenon in more detail, we visualized heatmaps with
p-values obtained from a t-test on pairs of the Fl-scores distributions of measures for

the classification with N = 10 features only (figure 4).

First of all, we can observe in figure 4(a) that for the classification with N = 10 features,
the Fl-scores of RRF, x? and LLR are very low, Wilcoxon and Welch have average

performance, while both Zeta variants, Eta and TF-IDF have the highest scores.!!

We can also observe, in figure 4(b), that RRF is an outlier and has significantly different
Fl-scores compared to all other measure. x? and LLR have almost perfect correlation
with each other and significantly differ from all other measures as well as from RRF. We
can make the same observation concerning the Wilxocon and Welch measures: they have
strong a correlation with each other and significantly different results to other measures
with exception of TF-IDF. As for the other measures, we observer a high correlation in
F1l-scores between TF-IDF, Eta and both Zetas. Combining this information with F1-
score distributions at N = 10 (figure 4a) lets us affirm that all frequency-based measures
(RRF, LLR and x?) perform significantly worse compared to the other measures, when
we set N = 10 for our classification task. Concerning both Zetas, Eta and TF-IDF we
can conclude that they have significantly better results compared to other measures.
Wilcoxon and Welch have average performance and similar scores, a fact that explains

their relatively high correlation.!?

This observation applies for classifications with greater N as well. We can also note,
however, that results.in these cases are not stable and have high variation of F1-scores
distributions depending on N and corpus. In order to ascertain whether these variations
in results are significant and which measures perform with robustly high Fl-scores, we
also analysed the classification results within each measure through significance tests on
F1-scores distributions (figure 5). The results of significance tests with p-values below
the threshold of 0.05 would mean that the differences in F1-score are significant and did
not occur by chance. On the other hand, p-values above the threshold mean that there
are only slight, insignificant differences in Fl-scores. If the F1-scores only show little

variation, this also means that the performance of the measure is stable and robust.

Figure 5 shows that almost all p-values obtained from F1l-scores of both Zeta variants,
Eta and TF-IDF are greater than the significance threshold of 0.05. The Wilcoxon and
Welch have around 25% of p-values below 0.05. This means that the classification results

10. This observation on the 1980s-dataset can also be seen in the results from tests on the 1990s-dataset.
11. RRF median = 0.22, x% = 0.44, LLR = 0.45, Wilcoxon = 0.63, Welch = 0.65, TF-IDF = 0.73, Eta
= 0.76, Zeta_ orig = 0.77, Zeta_log = 0.77.

12. We observe a slightly different tendency for the classification of the 1990s-dataset: Both Zetas, Eta,
TF-IDF, Welch and Wilcoxon do not have significant differences in F1-scores for N = 10.
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Figure 4: (a) F1-scores distributions for classification with N = 10. (b) p-values obtained from
t-test on pairs of the F1-scores distributions of measures. F1 score obtained from classification
of the 1980s-corpus with N = 10. Significance threshold is 0.05. Note that all values above 0.05

are shown in red.
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Figure 5: Significance test on F1-scores distributions for each measure. F1-scores obtained from
classification of the 1980s-corpus. Black.line is significance threshold

based on features extracted by.these measures are stable and robust, independently of N. 366
Concerning LLR and x?, there are over 50% of p-values below the significance threshold, 367
RRF has around 50% of p-values below 0.05.'3 368

Summarizing the information from the classification of both corpora, we can argue that 369
Zeta_log, Zeta orig, Eta and TF-IDF have the highest and the most robust performance 370
when using the smallest number of features (N = 10).'* These results mean that 10 371
words identified as distinctive by these measures are sufficient to correctly distinguish 372
over 70% of texts.into four groups. 373

It is important to note that this group of the most successful measures have something in 374
common: they are all dispersion-based.'® (TF-IDF with some restrictions). It appears 375
fair to conclude that in our case, dispersion-based measures can best identify the words 376
that are the most distinctive for a certain genre. The frequency-based measures show 377
a significantly lower and less stable performance. Wilcoxon and Welch show average 378

results.16 379

13. The results of the classification of the 1990s-dataset show the same tendency.

14. Zeta log has the highest mean F1-score (1980s: 0.75, 1990s: 0.72), followed closely by Eta (1980s:
0.75, 1990s: 0.72), and then by Zeta orig (1980s: 0.75, 1990s: 0.70), TF-IDF (1980s: 0.72, 1990s: 0.71).
15. Dispersion describes the even/uneven spread of words across a corpus or across each particular text
in a corpus. We cannot claim, however, that the measures we have used rely exclusively on dispersion;
rather, they are also influenced by frequency; see Stefan Th. Gries (2021b).

16. For information about the types of measures, see table 1.
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Figure 6: Mean F1-score of classification across 7 ELTeC corpora. (N = 10)

5.2. Experiments on seven ELTeC text collections

The above-mentioned conclusion regarding the superior performance of dispersion-based
measures when compared to frequency-based measures is based on the specific use-case
of our 20th-century French novel-.corpus. In order to verify whether this claim is also
true when corpora in other languages are used, we performed the same tests on several
subsets derived from ELTeC (as.described above, section 3), namely from the English,

French, Czech, German; Hungarian, Portuguese and Romanian collections.

The classification task that we use differs from the previous one. We are interested not
in classifying the texts by subgenre, but by their period of first publication (1840-1860
vs. 1900-1920). The main reason for this is practical: the corpora included in ELTeC do
not have consistent metadata regarding the subgenre of the novels included, due to the
large variability of definitions and practices in the various literary traditions that are
covered by ELTeC. However, all collections cover a very similar temporal scope so that

it is possible to use this as a shared criterion to define two groups for comparison.

We consider the performance across corpora and measures for N = 10, based on the
mean Fl-score of the classification task (figure 6). We can observe that among the tests
based on seven corpora, five of them could achieve a result of 0.8 or higher. In particular,
the dispersion-based and the distribution-based measures can guarantee good or even
best results in almost every classification task. The only exception is the classification
of the Portuguese corpus. The classification results based on other measures are very
similar, except for RRF. Both Zeta variants and Eta are among the best classification
results for the English, German, Hungarian and Czech corpora, while Welch and TF-IDF

yielded particularly good results when classifying the Romanian corpus.

With regard to the frequency-based measures, we can observe that x? has very good

results for the Hungarian corpus, but not for the English or German corpora. LLR has
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relatively high scores for the Portuguese and Hungarian corpora. But in most cases, it
is still not as good as dispersion-based measures such as Zeta log. Compare to all other
measures, the 10 most distinctive words defined by the RRF lead to worst results in all

classification tasks.

Based on additional data (available in our Github repository: https://github.c
om/Zeta-and-Company/JCLS2022/tree/main/Figures), we consider the difference
between Fl-score distributions for each measure with varying N. In a similar way to the
results from the French novel sets, the differences decrease with increasing N. However,
unlike the results from the French novel sets in figure 3, some corpora have more than
75% of the p-values greater than 0.05 when N is greater than 100 (e.g. Czech and
German corpora). Some do not have the same results until N is greater than 500 (e.g.
English corpus). This indicates thatalthough the results show some variations between
the different corporathe overall trend is the same. The larger the value of N, the less
important it is which measure is used to select the features (distinctive words) for

classification.

If we consider the stability of the measures across evaluation with different numbers of
features, we can conclude that the results for several measures (RRF, Welch, Wilcoxon,
ETA, Zeta orig and Zeta log) are stable: for almost all data sets, the number of
significantly different results is less than 25%. This indicate that the setting of N has
little effect on the results of the classification. Increasing the setting of N does not
significantly improve the classification results. This suggests that these measures (expect
RRF, which does not deliver. good results in all classification tasks, regardless of how
N is set) can work well'to find those most distinctive features. As for frequency-based
measures, we have a contrary observation: In most cases, the results of the classification

are often significantly. different with different settings of N.

Summarizing the results described above, we can conclude that dispersion-based and
distribution-based measures have been shown again to yield higher performance in
identifying distinctive words and to be more stable and robust than other measures.
In contrast, the average performance of frequency-based measures (see figure 6) is still

considerably lower than the other measures.

6. Conclusion and Future Work

To conclude, we have been able to show that a Naive Bayes classifier performs significantly
better in two different classification tasks when it uses a small number of features selected
using a dispersion- or distribution-based measure, compared to when it uses a small
number of features selected using a measure based on frequency. This result was quite
robust across all nine different corpora in seven different languages. In addition, we were
able to observe it both for the four-class subgenre classification tasks and the two-class
time period classification task. In this sense, our findings support an emerging trend
(see e.g. Egbert and Biber (2019); Stefan Th. Gries (2021a)) to consider dispersion to

be an important property of words in addition to frequency.

JCLS, 2022, Conference 17

405
406
407
408

409
410
411
412
413
414
415
416
417
418
419

420
421
422
423
424
425
426
427
428
429

430
431
432
433
434

435

436
437
438
439
440
441
442
443
444


https://github.com/Zeta-and-Company/JCLS2022/tree/main/Figures
https://github.com/Zeta-and-Company/JCLS2022/tree/main/Figures
https://github.com/Zeta-and-Company/JCLS2022/tree/main/Figures

CONFERENCE Evaluation of measures of distinctiveness

However, this result also comes with a number of provisos: We have observed this
result only for small values of N: in fact, the advantage of the dispersion-based measures
decreases as the number of features increases. In addition, we have observed this
result for classification tasks in which a small segment of just 5000 words needed to be
classified. We suspect, but have not verified this hypothesis for the moment, that this
advantage may disappear for larger segments. For the moment, finally, we have not yet
systematically verified whether the same results can be obtained for classifiers other

than the one used in our experiments.

The fact that these results can only be observed for small values of N, disappearing
for larger values of N, is noteworthy. In our opinion, this does not mean that the best
solution is to use larger values of N and stop worrying about measures of distinctiveness
altogether. The main reason we believe using smaller values of N is useful, in addition
to the general principle of Occams razor, is related to interpretability: Regardless of
the interpretability of the individual words they are composed of, the interpretability of
word lists decreases with increasing values of N, simply because it becomes increasingly
challenging to intellectually process and interpret word lists growing much beyond 100

items.

Despite these results, there are of course‘'a number of issues that we consider unsolved
so far and that we would like tosaddress in future work. The first issue was already
mentioned above and concerns the length of the segments used in the classification task.
As a next step, we would like to add segment length as a parameter to our evaluation
pipeline in order to test the hypothesis that the advantage of dispersion-based measures

disappears for segments substantially longer than 5000 words.

The second issue concerns the number and range of measures of distinctiveness imple-
mented in our Python package so far. With 9 different measures, we already provide a
substantial number of measures. However, we plan to add several more measures to this
list, notably Kullback-Leibler Divergence (a distribution-based measure, see: Kullback
and Leibler (1951)); the measure combining dispersion and log-likelihood ratio used by
Egbert and Biber (2019), the inter-arrival time measure proposed by Lijffijt, Papapetrou,
et al. (2011) as well as a measure yet to be defined that would be based on the pure

dispersion measure DP recently proposed by Stefan Th. Gries (2021b).

nofreq

Thirdly, it should be considered that almost all previous studies in the area of distinctive-
ness, our own included, do not allow any conclusions as to whether the words defined by
a given measure as statistically distinctive are also perceived by humans as distinctive.
Such an empirical evaluation is out of scope for our paper, but would certainly add a
different kind of legitimacy to a measure of distinctiveness (for a theoretical take on this,
see Schroter et al. (2021)).

Finally, we would of course like to expand our research regarding the elephant in the
room, so to speak: not just evaluating statistically which measures perform more or less
well in particular settings, but also explaining why they behave in this way. We believe

that the distinction between measures based on frequency, distribution and dispersion is
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a good starting point for such an investigation, but pushing this further also requires 486
to include measures that really measure only dispersion and not a mix of dispersion 487
and frequency, as recently demonstrated by Stefan Th. Gries (2021b). Measures of 488

distinctiveness have clearly not yielded all their secrets to us yet. 489
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Abstract. The distribution of knowledge among characters has been described as an
important feature for drama analysis. Many turning points in plays are triggered by a
knowledge transfer. However, knowledge transfers in plays have not yet been targeted
in a computational way. This paper aims at developing a framework to digitally model
processes of knowledge dissemination concerning family and love relations among
fictional characters in plays. We approach this as an annotation task and introduce
how our composite annotation scheme models knowledge transfers among characters.
We present preliminary results and discuss the question of inter-annotator agreement,
the calculation of which is not yet standardised for this type of annotation. Finally we
showcase an analysis of these dissemination networks on Giinderrode’s play Udohla.

1. Introduction

“A play should lead up to and away from a central crisis, and this crisis should consist
in a discovery by the leading character which has an indelible effect on his thought and
emotion and completely alters his course of action,” (Anderson 1965, p. 116) stated
American playwright Maxwell Anderson (1888-1959) in an essay titled The Essence
of Tragedy (1939). Anderson was, among other things, known for co-authoring the
screenplay for the academy award-winning movie All Quiet on the Western Front (1930).
In his essay, he is in search of a formula for writing a successful play. After producing a
number of what he called accidentally successful plays, and some box office failures, An-
derson was wondering “whether or not there were general laws of governing dramatic
structure which so poor a head for theory as my own might grasp and use,” (Ander-
son 1965, pp. 114-115) in a bid to reduce “some of the gamble [...] of play-writing.”
(Anderson 1965, p. 115) He found his answer in Aristotle’s Poetics. To be precise, he
found it in Aristotle’s discussion of recognition scenes, i. e., “a change from ignorance to
knowledge,” (Aristotle 1995, p. 65) which Anderson transferred into a poetology of his
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own. With regard to Aristotle’s remarks, Anderson characterised scenes of recognition
as “essential to tragedy.” (Anderson 1965, p. 115) He states that a playwright has to
“follow the ancient Aristotelian rule: he must build his plot around a scene wherein his
hero discovers some mortal frailty or stupidity in himself and faces life armed with a
new wisdom.” (Anderson 1965, p. 120) In Anderson’s view, then, recognition scenes,
which lead to a central crisis, play a major role in shaping the course of action and the
play’s impact on the audience.! Although we are studying recognition scenes in plays,
they are a common feature not only of tragedy or drama, but of literature as a whole.
They are neither limited to high, middle or low brow literature nor to certain genres or
literary periods (cf. Cave 1988, pp. 1-9). The revelation of the perpetrator in a crime
novel, and how they are found guilty, can be seen as similar to recognition scenes in

plays.

An instructive example for recognition scenes, which we will use not only to illustrate
the phenomenon, but also to explain our methodological approach, is Karoline von Giin-
derrode’s two-act play Udohla (1805). The play revolves around effects that, according
to Terence Cave, are substantial for discovery: “knowledge and the means of acquiring
it, with secrets, disguises, lapses of memory, clues, signs and the like.” (Cave 1988, p. 2)
Glinderrode and her writings were virtually forgotten until Christa Wolf published
selected works by her in the late 1970s (cf. Lipinski 2011, p. 113). Udohla, which is
one of three plays Giinderrode authored, is set in a palace and its adjacent garden in
Delhi. The play’s constellation of characters is characterised by a “familial muddle”
(Engelstein 2004, p. 81), i. e., family relations that are at first not transparent — neither
for the audience nor for the characters appearing in the play — and later turn out to be
different than expected. The play’s plot is initially marked by two important moments,
both of which concernthe reigning Sultan of the Mughal Empire. First, members of
the Sultan’s staff, namely the vizier Mangu, the Hindu Sino, and the Dervish, argue
whether he is going to marry his recently reappeared sister Nerissa. Intrafictionally, a
sibling marriage would violate Mongolian Muslim law, but not that of the hierarchically
subordinate Hindupopulation (cf. Giinderrode 1990, pp. 204-205).2 The sultan himself
is seemingly undecisive and questions the motives of God when asking: “Warum o
Schicksal, musB ich diese lieben? / Die Einzige die du mir hast versagt.” (Giinderrode
1990, p. 209) (“Why oh fate, must I love her? / The only one you have denied me”).?
Second, the sultan is also told that the death sentence against Bahadar, a Hindu rebel
and political traitor, has been carried out, but Bahadar’s two children could escape. Both
pieces of information have implications for the further course of the plot. Over several
steps of knowledge transmissions, it turns out that Nerissa is not the sultan’s long-gone

sister. Instead, she is the daughter of the previously executed Bahadar. At the same time,

1. Aristotle considers the recognition to be a play’s inherent counterpart to aesthetic norms of writing it. L. e.,
recognition as an inner-dramatic concept mirrors the demanded stringency of a tragic plot from exposition to
resolution on a smaller scale (cf. Kablitz 1998, pp. 456-457).

2. As Stefani Engelstein points out with regard to Udohla, “[i]t is not unusual to encounter works from the
eighteenth or early nineteenth centuries which claim, falsely, that some distant culture sanctions sibling incest”.
In German Literature incest would oftentimes occur with a “reference to the orient and cultural hierarchies”
(Engelstein 2004, p. 280).

3. All translations by the authors.

JCLS, 2022, Conference 2

16
17
18
19
20
21
22
23
24
25
26
27

28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
A
45
46
47
48
49
50
51
52



CONFERENCE Composite Annotation Scheme for Knowledge Transfer

it becomes clear that Nerissa is the sister of the titular character Udohla. Pretending to
be a relative of the Nawab* and his herald, Udohla is trying to outsmart the Sultan in a
bid to free his father from captivity, which — as the audience already knows — is certain
to fail from the beginning. As we can see, just as in Aristotle’s prime example Oedipus
Rex the scenes of recognition in Giinderrode’s play focus primarily on family relations.

In our article, we will extend this small-scale example on the connection of family
relations, the knowledge about them and a central discovery to a bigger corpus of plays.
For this purpose, we present a framework for the formal modelling and quantitative
analysis of family related knowledge transfers in German plays of the eighteenth and
nineteenth century. By means of (manual) annotation we will operationalise® knowledge
transfers and thereby intertwine a content-focused approach with already established
procedures of quantitative drama analysis concentrating on structural properties of
theatre plays.® We use annotation as a method that enriches texts or text segments
with certain information, whereby the annotation data takes on different functions (cf.
Pagel et al. 2020, pp. 125-141). On the one hand, we employ it to reflect on further
developing and refining established quantitative methods of text analysis. In doing so,
the annotation data becomes part of the analysis of a play or a corpus of plays and can
support the interpretation. On the other hand, the annotations will serve as training or
test data for future machine learning procedures.

In a first step of our article, we will set forth our theoretical framework from a literary
studies perspective drawing upon-Aristotle’s Poetics. Following that, we will secondly
introduce our annotation schemein detail. In doing so, we will illustrate how to identify
text passages that include a transfer of knowledge concerning family relations and how
to label them with our annotation scheme. Regarding these shifts of knowledge, we
focus on changes for characters present on stage as well as the audience. Thirdly, we go
on to discuss the calculation of inter-annotator agreement for our annotated data. As
there is no standardised procedure yet to convincingly measure the agreement within
our annotations, this task is not limited to a practical application, but takes theoretical
considerations into account as well. Lastly, we will analyse the data we obtained during
our annotation process. Hereby, we will focus on two different perspectives. Analysing
our corpus of 20 plays, we will examine at what point in drama new knowledge about
family and love relations is distributed. We will further distinguish whether the new
information addresses the fictional characters in the internal communication system
or whether it addresses the audience and discuss the results in light of drama theory.
Our second perspective concentrates on a methodological question: Can we use our
annotation data to employ new, more content-based ways of literary network analysis?
Can this approach help to identify important characters for a play’s action and is it
possible to then better integrate quantitative network analysis with qualitative close

4. In the Mughal Empire Nawab originally referred to an envoy of the emperor or a viceroy.

5. For our understanding of operationalisation cf. Pichler and Reiter 2021, pp. 1-29.

6. Research focusing on these structural properties includes analysing character speech formally (cf. Reiter
and Willand 2019 or Krautter and Willand 2021, pp. 111-118), examining the distribution of characters within
a play or a corpus of plays (cf. Marcus 1973 [1970]; Yarkho 2019 [1935-1938]) and network analysis (cf.
Moretti 2011; Trilcke 2013).
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CONFERENCE Composite Annotation Scheme for Knowledge Transfer
readings? We will discuss these question with regard to Giinderrode’s Udohla.

2. Theoretical Framework: The Distribution of Knowledge in Drama

The interference of internal and external communication systems in drama, i.e. the
communication of the fictional characters on the one hand and the perception of this
communication by the audience on the other, is considered one of the central “qualities
necessary for identifying dramatic communication” (Pfister 1988, p. 49). As Bernhard
Asmuth points out in his introduction to drama analysis, a play as a whole is not only a
sequence of actions, but also a multi-perspectival processing of knowledge (cf. Asmuth
2016, p. 114).7 In the light of events that may haven taken place before the actual plot of
the drama’s main text a play’s characters are — potentially — already set apart from each
other by a different degree of knowledge. Herein, we employ a broad understanding of
knowledge that is not strictly limited to the classical notion of propositional knowledge
as “justified true belief” (e.g., Pollock and Cruz 1999, p. 13 or Ichikawa and Steup 2018)
which originated from Plato.® As it is not uncommon for literature to deliberately play

with knowledge, facts, beliefs, hearsay, and rumors,’

we opt for a more “lightweight
sense of knowledge” (Ichikawa and Steup 2018). In our case, this includes beliefs that
are both justified and depicted to-be true, but might later turn out to be false, e. g,

through scenes of recognition.

A character’s level of knowledge can change continuously in the course of the play.
At the same time, the relationship between the audience’s level of information and
that of the individual characters in the play is constantly adjusted. The exposition, for
example, reduces the knowledge gap between the audience and the characters that
prevails at the beginning of a play (cf. Asmuth 2016, p. 122). The disparities in the
“level of [...] awareness” (Pfister 1988, pp. 49-50) can be attributed primarily to two
causal differences between the internal and external communication systems: While the
audience in its observer role perceives every scene of the play and can thus compare
and aggregate partial knowledge of the characters, it sometimes remains unclear what
prior knowledge the characters actually have. This also applies to possible time leaps,
for instance between two acts of the drama. Furthermore, it might not be clear to what
extent the statements of a character correspond to the ‘facts’ of the fictional world,
i.e., whether the statements are credible (cf. Jeffing 2015, pp. 50-51). Depending on
the course of the plot then, the audience can either have an information advantage
or an information disadvantage over the characters acting on stage at different times.
The relative level of being informed between the audience and a character can change
from scene to scene. The same applies to the internal communication system of the
plays’ characters, when comparing the degree of knowledge different characters have
in a certain scene. For this phenomenon, Bertrand Evans coined the term “discrepant

7. As we have already illustrated by the example of Udohla and its portrayal of Hindu culture not condemning
sibling incest, intra-fictional knowledge does not have to be valid outside the represented fictional world.

8. Defining knowledge as ‘justified true belief” is controversial in itself (cf. Gettier 1963 and Dutant 2015).
9. The plays of Heinrich von Kleist are a prominent example for failed communication between characters
creating rumours that are believed to be true (cf. Dubbels 2012).
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awareness” (Evans 1960, p. VIII). This ‘discrepant awareness’ between two characters
can thus lead to rather different evaluations of the same action or situation. If we think
of Giinderrode’s Udohla, a character’s judgement of the supposed marriage between
the Sultan and Nerrisa would greatly depend on whether the character knows that the
Sultan and Nerrisa are not actually siblings and on the character’s religious views, i.e.,
him being Hindu or Muslim. In this situation, the lack of knowledge or a perceived, but

actually incomplete, awareness will influence the judgement in one way or the other.

The gap between the characters’ level of knowledge and that of the audience can be seen
as an important element of suspense in drama, as it ensures sustained attention and
emotional excitement (cf. Anz 2007, p. 464). This applies to both, the suspense felt when
one is curious about what is going to come up next and the suspense arising in respect
to how something that is already known to be happening is going to happen.!? In this
respect, the device of dramatic irony is particularly important, as it grounds precisely
on this gap of being informed. The audience’s knowledge advantage with respect to an
upcoming action is, thus, a prerequisite for dramatic irony. In understanding a remark
that is innocuous from the perspective of the speaking character, the audience can
interpret the utterance as an allusion to the catastrophe that is later actually realised.!!
Consequently, elements such as dramaticirony are closely linked to the drama’s effect
on the audience: Is the play supposed to convey a moral theorem? Is it meant to
purify the audience’s affects? Should. it educate the audience? Or is it simply meant to
entertain? In his Poetics, Aristotle already defines drama’s (cathartic) effect as the central
concern of tragedy.!? He considers reversal (peripeteia) and recognition (anagnorisis)
as important building blocks to evoke pity and fear, the desired affects caused by a
tragedy.'®> Recognition is directly related to Evans’ concept of ‘discrepant awareness’,
for Aristotle defines recognition as “a change from ignorance to knowledge, leading to
friendship or to enmity, and involving matters which bear on prosperity or adversity.”
(Aristotle 1995, p. 65) Since such scenes of recognition are ideally linked to the reversal,
i.e., “a change to the opposite direction of events” (Aristotle 1995, p. 65), they represent
central moments of knowledge transmissions that can be decisive for understanding and
interpreting a play. To substantiate our case, the examples Aristotle is using to illustrate
recognition and reversal “are taken solely from the field of familial philia” (Destrée 2020,
p- 117).

10. See DiYanni 2000, p. 22: “One of our main sources of pleasure in plot is surprise, whether we are shown
something we didn’t expect or whether we see how something will happen even when we may know what
will happen. Frequently surprise follows suspense — fulfilling our need to find out what will happen as we
wait for a resolution of a play’s action.”

11. Contrary to what this wording suggests, dramatic irony is not limited to tragedies, but is often found in
comedies as well.

12. There are numerous studies that examine Aristotle’s mention of catharsis in great detail. Cf. for instance
(Schmitt 2008, p.333—348 and 476--510).

13. There is a great debate about what the two affects mentioned by Aristotle actually express and how to
translate them properly (cf. Schadewaldt 1955, pp. 129-171).
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3. Annotating Knowledge Transfers

The aim of our research is to model knowledge transfers in German plays by means of
annotation. While knowledge is a very broad phenomenon, we restrict our annotation
to the domain of knowledge about familial character relations. As we employ a broad
understanding of knowledge that does not imply that the information is correct, we
also include beliefs. In this section, we will present the annotation scheme that we are
currently using. We developed the guideline by annotating 16 plays in the course of
roughly a year. The full (German) guideline as used by our annotators is available
online.!* The annotation is performed using the tool CorefAnnotator!'® (Reiter 2018).

Our annotation scheme targets text sections in which knowledge transfers take place.

More precisely, we annotate a text section if

a) the knowledge concerning character relations of at least one of the characters or
the audience is changed OR

b) a character’s knowledge about the knowledge of another character is changed.

A case of a) would be a text section in'which character A learns that B and C are siblings.
An example for b) is a section in whichB learns that A knows that B and C are siblings.

The latter can be understood as knowledge about knowledge or meta-knowledge.

Annotation spans are not fixed to'a specific length. Knowledge transfers can happen in
one sentence or even a word, but can also be extended over a whole paragraph, especially
when knowledge is distributed - implicitly. However, our annotators are encouraged to
identify a span that is as short as possible. When a relevant text span is identified, it is

annotated with a label that uses this pattern:!°

(1) transfer(SOURCE, TARGET, KNOWLEDGE, ATTRIBUTES)

The SOURCE is usually a character that provides a piece of information, but can also be
an object or an action that allows for inferences about character relations, for instance
when Saladin recognises the handwriting of his brother in Lessing’s Nathan der Weise
(1779). The TARGET is always a character or a group of characters (and/or possibly the
audience) whose knowledge is changed. The item KNOWLEDGE is restricted to knowledge

about character relations and, more precisely, to the set of relations presented in Table 1.

Optionally, ATTRIBUTEs can be added that, for instance, mark the information as a lie or
as uncertain. The latter is especially frequent as many dramatic texts play with strong
allusions to a fact that is ultimately confirmed only at the end.

In Udohla by playwright Karoline von Giinderrode, the vizier Mangu lets the audience
know that Nerissa is the sultan’s sister (which turns out to be wrong). This is annotated
as follows:

14. https://doi.org/10.5281/zenodo.5729706

15. https://doi.org/10.5281/zenodo. 1228105 for stable release versions, https://github.com/nilsr
eiter/CorefAnnotator/ for development versions.

16. This notation is inspired by the syntax of the programming language Prolog.
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(2) transfer(mangu, audience, siblings(sultan, nerissa))

Characters are referenced by the identifier they receive in the Drama Corpora Project
(DraCor, Fischer et al. 2019). Characters that are not speaking in the play do not have
such an identifier. Instead, they are given an identifier by our annotators. Frequently,
characters are not introduced by name and their identity is (partly) unclear. We annotate
such character mentions as a variable in capital letters. In the play Magie und Schicksal
(1805) (‘Magic and Fate’) by Gilinderrode, the character Cassandra mentions a son
whom we did not hear about before. At first, we do not have any additional knowledge
about this son and therefore annotate him as a variable:

195

196
197
198
199
200
201
202
203

(3) transfer(cassandra, audience, parent_of(cassandra, CHILD[CASSANDRA]})s

Later in the play, it is revealed that the character Ligares is in fact the mentioned child
of Cassandra. We can now annotate that the variable CHILD[ CASSANDRA] and Ligares
are identical:

(4) transfer(cassandra, audience, identity(CHILD[CASSANDRA], ligares))

Note that it is also possible to fill any of the positions in the annotation label with a list
of several characters by enclosing them in square brackets. This is used extensively, for
instance, when Nerissa (in Udohla) reveals in the final scene that she is the daughter of
the sultan’s enemy Bahadar (who was just killed by him):

(5) transfer(nerissa, [sultan, udohla, mangu, sino, audience],

child_of(nerissa, "Bahadar"))

As mentioned above, we restrict our annotation to the domain of knowledge about
character relations, i.e.“family and love relations. Table 1 gives an overview of all
character relations that are included in the annotation scheme. Formally, we differentiate
directed relations like parent_of (PARENT, CHILD), where the position of characters is
important because of the asymmetry of the relation, from undirected relations. When
annotating undirected, symmetric relations like sib1ings(SIBLING-A, SIBLING-B),
the order of characters is irrelevant. Semantically, the relations form three groups, the
biggest of which are family relations and love relations.!” The last group of identity
relations is not about relations between two characters in the strict sense, but includes
a) cases where we learn a (first, or additional) name of a character, and b) cases where
two characters are revealed to be the same, as in example 4. All relations in the table
can be negated by adding a ! at the beginning, e.g., ! siblings(nerissa, sultan) to
express that Nerissa and the Sultan are not siblings.

While the annotation guideline covers most of the knowledge transfers happening in the
plays in a way that is accessible to our annotators, some challenges remain. This is related
to the rather simplistic communication model that underlies the scheme. Although we
try to include rules of pragmatic communication in our annotation decision, we formally
conceptualise knowledge distribution as transfer: The knowledge of one character is

17. The group of love relations is very heterogeneous and subsumes all relationships motivated by love, sexual
or material interest, which one might want to differentiate in follow-up studies.
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Directed Relations Undirected Relations
parent_of(PARENT, CHILD) siblings(SIBLING-A, SIBLING-B)
Familv Relations child_of(CHILD, PARENT) cousins(COUSIN-A, COUSIN-B)
y aunt:uncle_of (AUNT:UNCLE, NIECE:NEPHEW) relatives(RELATIVE-A, RELATIVE-B)

niece:nephew_of(NIECE:NEPHEW, AUNT:UNCLE)

in_love_with(LOVER, TARGET) lovers(LOVER-A, LOVER-B)

widow:er_of(WIDOW:ER, DEAD-PARTNER) couple(PARTNER-A, PARTNER-B)
engaged(PARTNER-A, PARTNER-B)
spouses(PARTNER-A, PARTNER-B)

Love Relations

Identities has_name(A, NAME) identity(A, B)

Table 1: Character relations covered by our annotation scheme. Where applicable, the prefixes
grand-, step-, foster-, god- and ex- as well as the suffix -in-1law can be added.

transferred to another character. This assumes that the communicated information is 233
understood in the intended way. While this might be true in many cases, there are 234
possible exceptions. There can be misunderstandings, pieces of information can be 235
interpreted in different ways and different prior knowledge or values can influence 236
the understanding. Currently we also assume that the communicating characters are 237
transparent to all characters involved. This is not true for text passages where characters 238
transfer knowledge to a character whose identity is unclear to the speaker. For instance, 239
in Schiller’s Braut von Messina (1803), Don Cesar confesses his love to Beatrice without 240
even knowing her name — not to mention that she is also his brother’s lover AND his 241
sister. The annotation shown in. (6) captures the view of the audience but does not 242
conform to the perspective of Don Cesar. While the guidelines do provide solutions for 243
such scenes, future versions might increase their generalisation, once more texts with 244
similar constellations have been annotated. 245

(6) transfer(don_cesar, [audience, beatrice], in_love_with(don_cesar, beagrice)

All plays are annotated by two student annotators independently, then all deviations 247
between the two versions are discussed with one of the authors. Afterwards, each of the 248
annotators produces a revised version. Contrary to many other annotation projects, the 249
aim of this step is not to create one consensus version of the annotation. The annotation 250
task is complex and many text passages can be interpreted in more than one way. In 251
addition, the annotation scheme sometimes allows for different ways of modelling a 252
knowledge transfer. Therefore, the revision focuses on plausibility, consistency and 253
formal correctness of the annotations. However, additional consensus versions were 254
created for analyses that require one single reference version, because the focus is not 255

on annotation variation (as in section 5.2). 256

Table 2 gives an overview of the current state of our corpus. We mainly selected plays 257
of which we expected knowledge about character relations to be important for the plot 258
based on prior readings and secondary literature. In order to capture as many potentially 259
relevant phenomena as possible, we have chosen not to limit ourselves to a specific 260
genre of plays or a particular literary period. Instead, we opted to annotate a broad mix 261
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No Author Text
1 Johann Wolfgang Goethe Iphigenie auf Tauris
2 Johann Wolfgang Goethe Die natiirliche Tochter
3 Johann Wolfgang Goethe Stella
4  Franz Grillparzer Die Ahnfrau
5 Friedrich Hebbel Maria Magdalene
6 Hugo von Hofmannsthal Elektra
7 Hugo von Hofmannsthal Der Rosenkavalier
8 Heinrich von Kleist Die Familie Schroffenstein
9  Friedrich Maximilian Klinger Die Zwillinge
10  Jakob Michael Reinhold Lenz Der Hofmeister
11  Gotthold Ephraim Lessing Nathan der Weise
12 Gotthold Ephraim Lessing Emilia Galotti
13 Johann Gottlob Benjamin Pfeil Lucie Wooduil
14  Friedrich Schiller Die Braut von Messina
15 Friedrich Schiller Die Réiuber
16  Arthur Schnitzler Komtesse Mizzi
17  Luise Adelgunde Victorie Gottsched = Das Testament
18 Karoline von Giinderrode Udohla
19 Karoline von Giinderrode Magie und Schicksal
20 Johanna von Weilenthurn Das Manuscript

Table 2: Name and author of all dramas that are part of the annotated corpus. The first 16 have
been annotated in the process of guideline development, the last four have been used for
agreement calculation. The latter group will be further expanded in the future.

of plays from the eighteenth and nineteenth century.!® In the process of developing
the annotation guidelines, we annotated 16 dramatic texts. Once the guidelines were
consolidated we started-tracking the initial versions of our annotators for the calculation
of inter-annotator agreement. The annotation of this second round is ongoing and up to
this point, four additional dramatic texts were annotated. Based on these four plays, we
are developing a suitable way of determining inter-annotator agreement for a complex
annotation task as:this. The next section will present and discuss our current measure.

4. Calculating Inter-Annotator Agreement

For manual annotation and coding tasks in a wide range of disciplines, measuring inter-
annotator agreement (IAA, sometimes also called ‘inter-coder reliability”) is a standard
procedure (cf. Artstein and Poesio 2008; Krippendorff 2004), much like the evaluation of
automatic predictions based on machine learning. The goal of this measuring is to have
a quantitative view on the agreement between annotators, and ultimately to evaluate
the quality of the annotation guidelines, the annotation process or the annotations them-
selves. Unlike an evaluation of automatic predictions, there is no ‘gold standard’, i. e., no
annotation set is considered to be true. Instead, IAA ‘only’ measures the agreement. A
corner stone of IAA metrics is to take into account expected agreement (often also called

‘chance agreement’), i. e., agreement that is achieved when making random annotation

18. This decision was also influenced by our future plans on automating aspects of the annotation process.
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Figure 1: An alignment between the annotations in Giinderrodes’ Magie und Schicksal as
established by Gamma

decisions. This is done to compensate for the difficulty of the task itself: If there are
more classification categories, the task is considered to be more difficult because there
are more decisions to make, and the expected agreement goes down. On structurally
simple tasks such as part-of-speech tagging, measuring IAA is well established and
understood: Fleiss’ Kappa (Fleiss 1971), for instance, can be used to calculate the JAA

between 1 annotators, who assigned one of k categories to each of N items."

The annotation task we discuss in this article, however, is more complex: i) Annotation
decisions are not made in isolation, but depend on the textual context as much as on
previously made decisions. As we are only annotating the transfer of new information
to the target, a subsequent mention of the'same information by and to the same character
is not annotated. As a consequence, each annotation label may only appear once in
a text. ii) After having decided that a knowledge transfer takes place (and selecting
the exact boundaries), annotators need to make decisions about the source and target
of the transfer, the participants of the character relation and its direction, and, finally,
potentially about attributes of the annotation (e. g., the transfer being a lie). iii) The
annotation is not done.on fixed, pre-defined units, but the annotation spans can be
defined freely. All three properties make measuring IAA difficult.

The metric Gamma (Mathet, Widl6cher, and Métivier 2015) has been proposed as a
versatile, highly adaptable metric for various tasks. It has several properties that make
it promising for our use case: i) To calculate expected agreement, it samples a large
number of random annotations from the existing annotations. Based on these random
annotations, we can compute expected agreement in the same way we calculate ob-
served agreement. This way, expected agreement can be measured empirically instead
of theoretically, which makes it less dependent on assumptions and more widely ap-
plicable. ii) Equality between annotation categories can be graded: Instead of only
recognising that transfer(X, Y, parent_of(P, C)) is different from transfer(X,
Z, parent_of(P, C)), we can provide a function to express the similarity of the two
annotations as a value between zero and one. This allows us to define the similarity of the
annotations above to be less than one, but larger than zero. iii) For measuring observed
agreement, Gamma first establishes an alignment between the different annotators’
annotations. This alignment can also be visualised and inspected, which is a helpful
tool in the annotation process. Figure 1 shows an example for the established align-

19. For an overview of annotation metrics that is tailored to readers in computational literary studies, see also
Reiter and Konle (2022).
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ments. The overall Gamma score is calculated based on pairwise similarity functions
between two (or more) annotations that are aligned. Since Gamma is computed over
disagreements instead of agreements, we will discuss the calculation of disagreements
in the following.?’

The final Gamma value is a weighted combination of two aspects of disagreement:
Positional disagreement expresses how different the annotations’” positions are, and
categorical disagreement compares the labels that the annotators have assigned. The
exact calculation of positional and categorical disagreement as well as the weighting of
these two components can be customised. The two values are not fully independent
of each other as the alignment of the annotations already takes the labels into account,

i.e., Gamma tries to align annotations with the same label.

41. Gamma Setup

To calculate Gamma, we make use of the “pygamma-agreement” implementation?! with
the CBC solver. To adapt Gamma to our purposes, we have defined custom functions

for categorical and positional disagreement.

For the positional dissimilarity, we consider each annotation that overlaps by at least
one character?? as having the same position. Annotations that do not overlap become
more dissimilar with increasing distance. Because we are measuring all distances and
positions in character offsets and this quickly results in high absolute numbers, the

increase in positional disagreement is weighted with 0.001: If the two annotations are

10 characters apart, the dissimilarity is only 0.001 x 10 = 0.01.%3

For the calculation of categorical disagreement, which is defined for a tuple of anno-
tations (1 and v, one from each of the two annotators), we look at the six components
of the annotated predicate separately: Those are source, target and attribute of the
knowledge transfer as'well as the literary characters 1 and 2 involved in the relation
and the relation name. The disagreement d for each of these components is combined
linearly, allowing us to focus on each of them individually by giving them a weight w

(Equation 1).

20. This distinction is important technically, but conceptually not so much, because we can always convert an
agreement score into a disagreement score by subtracting it from 1. The final Gamma score, however, can be
interpreted in the same way as other metrics: The higher the score, the better the agreement.

21. https://github.com/bootphon/pygamma-agreement

22. In this case, ‘character’ refers to the graphic symbols of a text, not the literary characters.

23. An important property of Gamma is that no scaling of the dissimilarity values takes place. Both positional
and categorical disagreement are expressed on the same scale without any kind of normalisation before
combination: If an annotation of Annotator 2 is just next to an annotation of Annotator 1 with the same
category, their dissimilarity is just as high as if the annotation had a different category, but the same position.
If the annotations are farther apart, their dissimilarity increases proportionally with increasing distance. This
in turn makes it important whether the position is counted over characters or tokens: Since we are using
character positions to count positional disagreement, an annotation distance of one word might already lead
to a large positional dissimilarity — depending on the word length. To cope with this problem we are using
custom functions to compute Gamma.
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dcat (u/ U) wsourcedsource ( u, U) (1 )

wtargetdtarget (u,v)
wattributedattribute (1/[, U)
Weharacter 1dcharacter 1 (1,v)

Weharacter chharacter 2 (1, 0)

+ o+ + o+ o+

Wrelation namedrelation name (u,0)

The dissimilarity of the individual components is calculated in different ways: The com- 340
ponents relation name and attribute are always single values that can be directly com- 341
pared, returning a value of 0 or 1. For the components containing characters (i. e., source, 342
target, character 1 and character 2), annotators can express lists of characters, and they 343
make use of this frequently (see Example 5). For this reason, we use the Jaccard distance 344
(Jaccard 1912) as a measure of dissimilarity between the two lists (Equation 2). This 345
distance is calculated as the invert of the Jaccard similarity, which measures how many 346
of the elements that appear in at least one of the lists (their union) are present in both 347
list (their intersection), resulting in.a value of 1 if the two lists are identical. 348

u Nno,
dsource(u/ v)=1- M (2)

|usource U vsource'

The Jaccard distance is also employed to measure dissimilarity between character groups 349
for undirected relations. If both annotations specify an undirected relation, we compare 350
the entirety of characters by Annotator 1 with the entirety of characters by Annotator 2. 351

Once the categorical and positional dissimilarity are calculated, they are weighted 352
against each other in order to receive the final Gamma score. Since we are generally 353
more interested in-the categories, we set &« = 1 and = 2, thus categorical disagreement 354

is twice as important as positional disagreement. 355

4.2. Inter-Annotator-Agreement Results 356

Table 3 shows Gamma scores for four texts, using different ways of weighting positional 357
and categorical disagreements and of comparing the predicates used in the annotation. 358
For the first column, “Position only”, we set the weight of the categorical agreement to 359
0, such that the score only depends on the positional agreement and two annotations 360
are considered similar if they occupy the same position, irrespective of their categories. 361
The next six columns evaluate one component at a time, with a weighting of 0.95 of 362
the component of interest, and 0.01 for the other five cornponen’cs.24 The final column, 363
“All”, shows a score for which all components are considered with a uniform weight of 364

24. The decision to set the weights not to 0 and 1 was made after inspecting some of the alignments that
Gamma produced. By specifying a small weight for each component, each component has some influence
over the established alignments, and we prevent an alignment that is only based on a single component.
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Components of the annotated predicates

Position Relation
Text only  Source Target Attribute Char.1 Char.2 Name All
Gottsched: Das Testament 0.403 0.331 0414 0.400 0.295 0326 0243 0.250
Gunderrode: Magie und Schicksal ~ 0.525 0.582  0.526 0.521 0.417 0.369  0.507 0.392
Ginderrode: Udohla 0.454 0.356  0.246 0.416 0.144 0.199 0241 0.146
Weissenthurn: Das Manuscript 0.623 0.606  0.476 0.599 0.510 0488 0518 0.508

Table 3: IAA scores for Gamma, when various components are taken into account. In column
Position only, categorical agreement is irrelevant. Column All shows scores when all
components are uniformly weighted (%).

% = 0.166. As discussed above, the scores are calculated on the best possible alignment, 365
which is determined by the Gamma metric itself. This means that every column in 366

Table 3 is (potentially) calculated with a different alignment. 367

If these scores are evaluated in usual IAA terms,? they are rather low. Even relatively 368
clear components, such as the source of the transfer (which is often just the character 369
speaking), seem to be more difficult than expected. The variance between texts is also 370
noticeable. Giinderrodes” Udohla seems:to be the most difficult one to annotate, while 371
the results for Weissenthurns” Das Manuscript are much more promising. 372

The main reason for the low scores, however, is not a disagreement on individual 373
components of the knowledge transfer, but the fact that many annotations do not have a 374
counterpart at — roughly —the same position in the text (as can also be seen exemplary 375
in Figure 1). This means that many of the annotations are aligned with a dummy 376
annotation which yields:maximal categorical dissimilarity. Thus, it seems to be more 377
difficult to decide if an annotation should be made at some position than to decide on 378
the individual annotation’s categories. 379

4.3. Discussion 380

The calculation of inter-annotator agreement for complex annotation tasks like the one 381
we have presented here is not straightforward. To tackle this issue we decided to use 382
the highly adaptable measure Gamma. Our customised version of Gamma allows for a 383
tentative assessment of the agreement between the two annotations. It permits us to 384
evaluate the difficulty of annotating a play, when compared to other plays. In addition, 385
we get a clearer picture regarding the difficulty of the annotations” different components 386
(like SOURCE vs. TARGET). However, many properties of the annotations are not yet 387
captured in a fully satisfactory way and the highly adaptable nature of Gamma presents 388
us with a large number of choices, not all of which can be motivated theoretically. 389

The core conceptual question is what to consider as agreement (or disagreement). Two 390

25. Many publications at this point refer to the table by Landis and Koch, published in the context of diagnostics
of multiple sclerosis diagnosis, but even Landis and Koch consider the table “arbitrary”(Landis and Koch
1977, p. 165).
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annotators marking the exact same span of text with the exact same label is not very
likely and not really necessary. We decided to consider two annotations as an agreement
if the annotation spans overlap, because there is usually some key term (like mother) that
will definitely be annotated while the question of how much syntactic context should be
included will be answered differently by different annotators. For some cases, we could
go even further and declare two annotations an agreement if they appear in the same
scene or act. For love relations that develop gradually finding agreement on which text
segment is crucial for knowing that A loves B is especially hard. One annotator might
already take the first allusions as justified evidence for an annotation (see example 7
from Weifienturn’s Das Manuskript, “The manuscript’) while another might wait for
a segment that removes the last doubt (example 8). Both decisions can be legitimate
and a contrasting analysis of how different readers perceive the development of the
relationship could be very fruitful. Our current agreement measure does not account

for this scenario.

(7) EMERIKE etwas verschamt. (a little shy)
Ich kenne einen Andern, den ich gerne gliicklich machen méochte.
I know someone else, whom I would like to make happy.
FLINT.
Einen — Andern?
Someone — else?
EMERIKE. Ja —ich kenne = [...], denn ich md&chte Ihnen sagen — Herzlich. daf8 ich
Ihnen recht gut bin.
Yes — I know — [ ...], because.I want to tell you — Sincerely. that I am quite sympathetic to
you.

(8) EMERIKE mit einem Blick auf Flint. (looking at Flint)
Ach nein! er will mich nicht, und ich werde doch keinen Andern lieben.
Oh no! Hedoes not want me and I will still not love anyone else.

With regard to the comparison of annotation labels we also want to incorporate inferences
that can be drawn from relations that are logically related or equivalent. For undirected
relations, itis obvious, e. g., that siblings(A, B)andsiblings(B, A) aresemantically
equivalent. As described above, this is already taken into account by our customisation
of Gamma. But more complex cases would need to be covered as well. Directed relations
oftentimes have a complimentary relation that can be used to express the same fact, like
parent_of(A, B)andchild_of(B, A).Ourannotators are asked to base their decision
on the textual expression of the relation, but some ambiguities remain. Depending on
previous knowledge about familial character relations, other pairs of relations can also
be equivalent. In Die Familie Schroffenstein by Heinrich von Kleist we encouter such an

ambiguity in the list of characters at the beginning of the play:

(9) Rupert, Graf von Schroffenstein, aus dem Hause Rossitz.
Rupert, count of Schroffenstein, from the house of Rossitz.
Eustache, seine Gemahlin.

Eustache, his wife.
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Ottokar, ihr Sohn.
Ottokar their/her son.

The pronoun ihr can either be plural or singular, feminine, and thus refer to Eustache
and Rupert or only to Eustache. This corresponds to the following two options for the
annotation:

433
434

435
436
437

(10) transfer("Dramatis Personae", audience, child_of(ottokar, eustache)33s

(11) transfer("Dramatis Personae", audience, child_of(ottokar, [eustache#39

rupert]))

Given that we know that Rupert and Eustache are married, we might want to consider
these annotations a match, even though the surface form is different. To actually com-
pare the readings of the two annotators, we would need to analyse if one reading is
semantically equivalent to the other. We are therefore working on an inference system
that automatically expands the annotated relations to all relations that are logically
inferable. Once this is completed, we can update our notion of agreement and consider
annotations as agreement if they result in the same knowledge base for the characters
involved. This is complicated by the fact that, in example 9, strictly speaking, we cannot
logically infer that Rupert is Ottokar’s father. Still, a human reader of this list will most
likely assume this relationship unless presented with contradicting information.

For the implementation of Gamma, the choices of weighting need to be further discussed
and refined. Fundamentally; it is necessary to justify how positional agreement and
categorical agreement should be weighted against each other. As our annotation labels
are complex, we additionally have to establish a weighting of the individual compo-
nents. In our current implementation, all six components are considered independently
and have equal weight. This independence assumption raises new questions though:
Currently, the way we compare related characters is determined by the relation name.
If both annotators use siblings as a label, we can compare the characters with the
Jaccard index. It isunclear, however, how to proceed if one annotator specified a di-
rected and the other an undirected relation. In addition, the component’s independence
can lead to non-intuitive judgements: If one annotator argues for a given text passage
that parent_of(A, B), whereas the other annotator argues that lovers(A, B), this
would be considered a 2/3 match, even though the transmitted information differs
significantly.

5. Analysing Annotated Knowledge Transfers

The following section is dedicated to analysing our annotated corpus with a focus on
two different aspects of our annotations. In a first investigation we concentrate on the
annotated relations’ quantitative properties (5.1): Which relations are annotated most
often by which annotator in our corpus? And when in a play is knowledge distributed
to other characters or to the audience? We discuss the results with regard to established
drama theoretical views. Our second examination makes use of character networks to
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Annotation 1 Annotation 2
Relation Count Relation Count
in_love_with 110 in_love_with 109
identity 73 identity 79
child_of 63 child_of 50
parent_of 44 parent_of 44
'in_love_with 39 has_name 44
has_name 31 !in_love_with 32
engaged 30 engaged 30
siblings 21 siblings 25
lovers 17 spouses 16
spouses 16 lovers 11

Table 4: 10 most frequently annotated relations per annotator.

evolve conventional methods of dramatic network analysis, which currently is mostly
based on so called configurations (cf. Pfister 1988, pp. 171-176). Doing so, we not
only visualise the annotated knowledge transfers as a network, but we also compare
different characters in view of centrality measures (5.2). Focusing on Giinderrode’s
Udohla, we will exemplify our network analytical approach on a single play. Using a
more content-based form of characternetworks, we try to chart a path to better integrate
quantitative analysis and interpretative reading. As we have argued in the previous
section, there can be more than one way of interpreting a text and possibly also more
than one way of modelling knowledge transfers in our annotation scheme. While we
use both versions of the annotations for our statistical analyses in (5.1), we have created
a consensus version for the analysis of Giinderrode’s Udohla. As the IAA scores already
suggest, the two versions.of Udohla differ rather significantly and would thus result in

quite varying networks.

5.1. Quantitative Analysis of the Annotations

In total, our analysed corpus consists of 20 plays (see Table 2 for an overview) annotated
by two annotators. It contains 1057 transfer annotations (551 for Annotation 1 and 506
for Annotation 2). On average, there are 26.4 (+11.5) annotations per play and 1.06
(+£0.56) annotations per 1000 tokens. The standard deviations indicate a substantial
variation between the plays. Table 4 shows the ten most frequently annotated relations
for each annotator. Overall, the ranking is fairly similar for both annotators and two
adjacent relations switch ranks only twice. The relation in_love_with is by far the
most frequent, with its negation following shortly after. In contrast to most family
relations, love relations can change over time. They can be hinted at, be part of rumours
or trigger an important conflict for a play’s rising action. Hence, they are talked about
more often than other relations. The identity relation occupies the second rank. It is
most frequently used for characters that are first mentioned without name and therefore
annotated by a variable at first that is later unified with their character id. Unsurprisingly,
the relations child_of and parent_of are also frequent and mark the importance of
the core family for the plot of our selected plays.
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Out of 289 characters in total that appear in the plays, around 50 % are involved in
knowledge transfers, with 38 % being the source and around 43 % being the target of
knowledge transfers at least once. Looking at female and male characters separately,
58 % of all female characters and 49 % of all male characters are involved in knowledge
transfers. Out of the 1057 transfers, in 473 cases (45 %) SOURCE transfers a relation
involving themselves and only 56 times (5 %) TARGET learns about a relation concerning
themselves. It is evident that characters possess the most knowledge about their own
relations and can therefore pass on this knowledge reliably. For the same reason, learning
about one’s own family or love relations is rather rare, but might point to especially
interesting passages of the plot.

Additionally, we also investigate when in a play knowledge transfers happen. Figure 2
shows the number of annotations over the relative position at which they occur and
who they are directed at: other characters in the internal communication system, the
audience or both. The position in this analysis encompasses the entire text, including
the dramatis persones. We bin the number of annotations, so that each bar covers a
range of around five percent. Thus, a combined number of 123 annotations were made
in the first five percent of each drama with the audience as the target, 65 annotations
were made in the next five percent and sojon. We can see that the segments right at the
beginning and end of a play are the ones with the highest number of annotations. The
remaining segments of the plays have a more or less similar distribution of annotations
with increases in the middle of the plays and in the final quarter. At the beginning of
the plays, the majority of information is transferred to the audience, while this focus
shifts to the characters towards the middle and end of the plays.

This observation can be explained conclusively as it supports established drama theory.
Beginning and end of a play are central places for the transmission of knowledge both
in the internal and the external communication system. “What we understand as the
transmission of information at the beginning of a play largely coincides with the classical
theoretical concept of the exposition,” (Pfister 1988, p. 86) acknowledges Manfred Pfister.
He goes on to define the exposition as forwarding of information concerning “events
and situations from the past that determine the dramatic present”.2® With regard to the
audience, the transmission of information in the character’s internal communication
system or the dramatis personee fulfils at least two functions: On the one hand, it
is intended to instigate the audience’s attention at the beginning of a play. On the
other hand, the audience is provided with the knowledge necessary to understand
the subsequent actions (cf. Asmuth 2016, pp. 103-105). As Figure 2 illustrates for our
annotated corpus, most of the new knowledge about family and love relations at the
beginning of a play is indeed directed at the audience — oftentimes even solely. Similar
to the exposition at the beginning, the resolution at the closure of a play is a common
section for transmitting unknown information, e. g., through recognition. In such closed
endings, deviations in knowledge between characters and the audience, which, e. g,
can evoke dramatic irony in the scenes prior to the resolution, are typically dissolved:

26. The exposition, then, is not necessarily limited to a play’s introduction. Furthermore, not every information
that is transmitted early on serves an expository purpose.
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Figure 2: Histogram showing the number of annotations by both annotators at different
positions in course of the 20 plays. The annotations are separated by the target of the
knowledge transfer: (i) Only the audience is the target, (ii) the audience and one or more
characters are the target, or (iii) only characters are the target, but not the audience.

“as a result of either intrigue, self-deception or lack of information”, a character or even
a group of characters have gotten into trouble. “This situation then culminates in either
a happy or a tragic ending, after additional information has been introduced” (Pfister
1988, p. 95).The values in Figure 2 show a shift of direction towards the end of the
annotated plays.. About halfway through the plays, the number of annotations directed
at characters in the internal communication system increases relatively to those directed
at the audience. The unknown knowledge then, which is transmitted in the resolution,
frequently seems to be addressed at the plays’ characters. The audience, in turn, already
possess the information necessary to deduce the probable outcome. Thus, the suspense
felt by the audience at the end — at least in our corpus — seems to be in respect to how an
information they possess influences the characters” actions.

These theoretical considerations can in turn be exemplified by Giinderrode’s Udohla.
By discussing the possible marriage between the Sultan and Nerissa at the beginning
of the play, Sinu, Mangu and the Dervish indirectly pass on their knowledge to the
audience. In doing so, the audience is also put in the picture that Nerissa and the Sultan
are siblings — at least according to the current beliefs of the present characters. As
Figure 3a visualises, it is Nerissa herself that indirectly corrects this wrong information
for the audience while talking to Elpa. From there on the audience has an information
advantage over most of the fictional characters. For the other characters, it takes until the

middle of the second act, where Mangu receives a letter of the Sultan’s actual sister, to
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learn of this fact. Udohla, in the meantime, passes the information that he is Bahadar’s
son to Sino. Sino then passes the knowledge to Mangu (between the scenes), who in
turn tells the sultan (see Figure 3b). The resolution at the end of the play then brings
together the knowledge acquired by the various characters in the course of the play.
Nerissa reveals that she is the daughter of Bahadar. She is the last character to learn that
Udohla, too, is Bahadars child and thus her brother.

(a) Distribution of the knowledge !siblings(sultan, nerissa).

(b) Distribution of the knowledge child_of(udohla, "Bahadar").

Figure 3: Knowledge distribution over the two acts of Giinderrode’s Udohla.

5.2. Networks of Knowledge Transfer

As a second kind of analysis, we use the annotated knowledge transfers to construct
character networks. Networks, which are based on the knowledge about family relations
and its dissemination in a play, can help to identify key characters that propel the
dramatic plot either by gaining new information or by distributing it. As in these
networks each node represents a character (or other sources of information like letters,
observations, etc.) and edges between nodes signify that one or more family related
knowledge transfer(s) between two nodes have taken place,?” they can be used to
complement the information gathered by established configuration based networks.
Since there is a SOURCE and a TARGET to each knowledge transfer, the networks are
directed. The edges can be weighted with the total number of knowledge transfers
that have taken place between two nodes. An example of such a network is shown in
Figure 4 for Glinderrode’s Udohla. The nodes are scaled according to their weighted

27. To compute the knowledge transfer networks, we only focus on the internal communication system of the
dramatic characters. Therefore, we omitted the audience’s nodes and the dramatis personee in the networks.
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degree (Barrat et al. 2004), which is a measure that calculates the sum of the weights of
all incoming and outgoing edges for each node.

The visualisation in Figure 4 shows Udohla, Sino, a Hindu staff member of the Sultan,
and the vizier Mangu, to be the central characters of the network according to their
weighted degree. Sino and Mangu being two of the most central characters in the
network might seem surprising on a first glance, as for the plot and its resolution there
are more important characters, mostly Nerissa, Udohla and the Sultan. How can their
central position, i. e., their high weighted degree then be explained? For Sino, there
are mainly two reasons: The first reason concerns the intra-fictional progression of the
plot. Giinderrode conceptualised Sino as Udohla’s only confidant within the Sultan’s
palace. Both Sino and Udohla are Hindus and they are linked through a mutual close
acquaintance. Naturally, then, Sino is the only character in the play Udohla could trust
to share his real identity with, which is important for the play’s final scene as Sino is
able to confirm to the Sultan that Udohla is Bahadar’s son. The second reason is that
Sino’s role is used to transmit knowledge from the internal communication system to
the audience. Herein, Sino becomes the recipient of new information, while in reality
the audience is “the intended receiver of the information given.” (Pfister 1988, p. 89) To
that effect, Mangu takes on a different role in the network. As he receives the letter of
the Sultan’s real sister, he is then able to pass on the information that Nerissa is not the
Sultan’s sister to other characters. The audience, however, already knows this fact from

an earlier conversation of Nerissa and Elpa.

To further track the development of knowledge in the course of Udohla, we bin the
play’s text into 10 equal-length segments and create a network based on the consensus
version found in each of these segments. On this network, we calculate in- and out-
strength. While the strength metric that was used to scale the nodes in Figure 4 uses both
incoming and outgoing edges, in-strength only considers incoming, and out-strength
only considers outgoing edges for the calculation. Figure 5 shows cumulative curves
for the development of both in-strength and out-strength in Udohla. Here, cumulative
means that the networks of each bin are constructed by taking the annotations of the
current bin and all previous bins. In this way, we can see which character received
and transferred knowledge about family relations at what point in the play. There are
some instructive observations that are in need of interpretation: Firstly, Udohla’s high
out-strength value is mostly linked to a single scene right in the middle of the play,
where he introduces himself as Achmed pretending to be the Nawab’s herald. As he
passes this false information to five other characters, it has a big impact on his central
position in the network. Secondly, the roles of Sino and Mangu in the knowledge transfer
network seem to be roughly comparable. Both receive knowledge about family relations
that they in turn pass on to other characters. While Sino can be described as confidant
of Udohla, Mangu, being a Muslim, takes on a similar role with regard to the Sultan.
All the important information the Sultan receives before the final resolution come from
Mangu. Thirdly, the Sultan’s role in view of knowledge distribution is strikingly passive.
He is only TARGET of knowledge transfers, never the SOURCE. This underlines a different
conceptualisation of the Sultan’s character. Although he does indeed receive some
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derwisch
(o)

"real-Nerissa"
o

elpa

Figure 4: Network of knowledge transfer in Giinderrode’s Udohla. Based on the consensus
version.
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Legend in-strength — out-strength

"real-Nerissa" derwisch elpa mangu

O-J

nerissa sino sultan udohla
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Figure 5: Cumulative in-strength and out-strength in the course of Giinderrode’s Udohla for all
the involved entities.

information in the course.of the play, oftentimes he is the last character to be reached by
this knowledge. Looking at the play’s resolution this makes sense. Being at the centre
of the final recognition scene, the Sultan has to be unaware that Nerissa and Udohla are
the children of Bahadar until this point in time. Sino and Mangu, on the other hand,
accumulate new knowledge throughout the play an serve as middlemen, bridging the
knowledge either to the audience or to the main characters.

Following this, we investigate the so-called betweenness centrality (Freeman 1977) of
the network. Betweenness centrality measures how often a node k is part of a shortest
path between two other nodes and is formally defined as

gij (k)

i#j#k 8ij

b(k) = (3)

where g;; is the number of shortest paths (or geodesics) between two nodes i and j and
gij(k) is the number of geodesics of these two nodes that passes k (cf. Freeman 1977,
p- 37). Figure 6 shows the development of betweenness centrality for Udohla.

Since betweenness centrality can be seen as a measure for the flow of communication
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Figure 6: Betweenness centrality in the course of Glinderrode’s Udohla for all the involved
entities. Three characters received a betweenness centrality value of 0 for all positions and
were omitted from the graph: derwisch, elpa and sultan.

Bin

10

in a network and how single nodes control the flow of communication, it appears to

be especially suited for networks of knowledge transfer. Its “use seems natural in the

study of communication networks where the potential for control of communication

by individual points may be substantively relevant” (Freeman 1977, p. 40), as Linton

Freeman states in his pioneering study. In Figure 6 we can see that Sino and especially

Mangu are the characters with the highest betweenness centrality in the play. This

further corroborates their role as middlemen in the play. Moreover, the visualisation

illustrates that in Udohla knowledge transfers responsible for betweenness centrality

mostly occur in the second half or even the end of the play. Looking at the structure

of a theatre play, this makes sense from a conceptual point of view: As a node has to
be both TARGET and SOURCE of at least one knowledge transfer to be part of a shortest
path, it is not surprising to find this realised only towards the end of Udohla. As shown

above, beginning and end of a play are key segments for the transmission of knowledge.

In order to have a play’s resolution resulting directly from a recognition scene — as is

demonstrated in Giinderrode’s Udohla — the characters involved must possess a different

knowledge base right until that moment.

In summary, the analyses we have shown a fruitful perspective for more extensive investi-

gations on a bigger corpus. They illustrate that our annotation data can provide insights

into different structural principles of German plays. Sino’s and Mangu’s central position

in the network and their values for in- and out-strength as well as betweenness centrality

furthermore show the potential of our methodological approach. As exemplified in

Udohla we can detect characters that take a key role for the flow of knowledge in the

course of the play, without being considered as main characters themselves. Although

our networks are based on the transmission of knowledge about family relations, they
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depend on co-presence networks. Thus, they can be described as second-order net-
works. I.e., if in the course of a play two characters are not present on stage together, it is
highly unlikely that new information circulates between them. Therefore, we consider a
systematic comparison between co-presence networks and knowledge transfer networks
as an especially insightful task for future research.

6. Conclusions

In this article, we have presented a composite scheme for the annotation of knowledge
transfers about family relations in German plays. As illustrated throughout our article,
annotating these knowledge transfers is a complex task, which gives rise to a number
of challenges. Our scheme is based on considerations of drama theory on knowledge
distribution. As our results are prospectively also intended to be of relevance for research
in traditional literary studies, we have refrained from an operationalisation that overly
simplifies concepts in light of computation. Instead, we chose an operationalisation that
purposefully connects to terms and concepts of drama theory. As a consequence, the
scheme is situated at the intersection between annotation and modelling.

At the same time, this project is (to our knowledge) the first that attempts to measure
inter-annotator agreement for such a complex annotation task by employing the metric
Gamma. We have discerned a number of intricacies that make the application of Gamma
tricky and might be relevant.for other annotation projects in computational literary
studies: While the ability to provide a custom similarity function makes Gamma versatile,
this also requires us to' make a high number of design decisions that influence the
results and decrease comparability with other applications of Gamma. Conceptually,
the definition of what we want to consider a positional and/or categorical agreement
is not always straightforward because of the (sometimes) vague nature of the target
phenomenon, the compositionality of the annotation labels, and dependencies between
its components.

As our preliminary analyses have shown, a systematic annotation of knowledge transfers
about family relations allows for investigations that go beyond structural features of the
play’s surface. Herein, we made use of our annotation data to propose an extension
to the widely utilised co-presence networks. In specifying the edges as a directed
knowledge transmission, networks can be interpreted in light of more tailored research
questions as we have hinted at with Giinderrode’s Udohla. The analyses have also
revealed clear perspectives for larger corpus studies. This gives rise to future questions
concerning literary history: Do patterns of family related knowledge distribution emerge
for different dramatic genres? Is it possible to characterise the scenes where changes of
knowledge occur in more detail? How many characters are on stage in these scenes?
How many of them are actively involved in passing on knowledge? What kind of
characters do pass on the knowledge?

Our future work mostly focuses on two aspects. Firstly, we are currently implementing
a system to automatically infer all deducible family relations from our annotations. As

JCLS, 2022, Conference 24

661
662
663
664
665

666

667
668
669
670
671
672
673
674
675

676
677
678
679
680
681
682
683
684
685
686

687
688
689
690
691
692
693
694
695
696
697
698

699
700



CONFERENCE Composite Annotation Scheme for Knowledge Transfer

the annotations only cover the transmission of new information from one character to
another (or to the audience), this inference system is needed to have a full account
of what all characters and the audience know at all times during the drama. Having
this knowledge base would both benefit the measuring of the IAA - as it would solve
certain problems such as using different predicates for the same relation — and the
subsequent analysis. Secondly, we are working on automating certain aspects of the
annotation process by creating transformer-based machine learning models which learn
to predict the positions in a text where knowledge is transferred and the type of family
or love relation that is transferred. Applying these models on new data will facilitate
the annotation of new texts. Evaluating the performance of the models on existing data

can give additional insights into the complexity of the annotation task.
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7. Data availability

Data can be found here: https://github.com/quadrama/jcls2022

8. Software availability

Software can be found here: https://github.com/quadrama/jcls2022
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Abstract. This paper explores how both annotation procedures and automatic detection
(i.e. classifiers) can be used to assess the consistency of textual literary concepts. We
developed an annotation tagset for the "literary comment”—a frequently used but rarely
defined concept—and its subtypes (interpretative comment, attitude comment and meta-
narrative/metafictional comment) and trained a multi-output and a binary classifier. The
multi-output classifier shows FScores of 28% for attitude comment, 36% for interpretative
comment and 48% for meta comment, whereas the binary classifier achieves FScores up
to 59%. Crucially, both our annotation and the automatic classification struggle with the
same subtypes of comment, although annotation and classification follow completely
different procedures. Our findings suggest an inconsistency in the overall literary concept
"comment” and most prominently the subtypes "attitude comment” and "interpretative
comment”. As a best-practice-example, our approach illustrates that the contribution
of Digital Humanities to Literary Studies may go beyond the automatic recognition of

literary phenomena.

1. Introduction

While Computational Literary Studies received much attention in recent years, the po-
tential for collaboration between traditional Literary Studies and the Digital Humanities
has not yet been fully explored. Arguments about the benefits of digital methods—
often framed as promises for the future of Literary Studies—flourish, including: (1) a
systematic application of concepts developed within Literary Studies (in what follows:
"literary concepts”) in the process of annotation leads to refining their definitions (cf.
Gius and Jacke 2015; Gius and Jacke 2017); (2) the use of quantitative methods may
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lead to “new forms of evidence” for literary phenomena and to a ‘scientification” of
Literary Studies (Jockers 2013, 5-10, here: 8); (3) insofar as automatic recognition of
literary phenomena succeeds, a large number of examples can be readily retrieved and
submitted to qualitative analysis (cf. Piper et al. 2021); (4) if an automatic recognition
of literary phenomena in representative diachronic corpora is successful, it is possible
to model developments in literary history (cf. Underwood 2016; Underwood 2019) and
justify claims about generic literary entities like “the novel” (cf. Piper 2018, p. xi). Digital
Humanities could help to examine which literary concepts are useful for quantitative
empirical research, thus potentially reducing the abundance of literary concepts. As
has been shown in recent years, however, by no means all attempts to operationalise
and automatically detect such literary concepts were successful. Some seem to resist op-
erationalisation and/or automatic detection (cf. Herrmann, Dalen-Oskam, and Schéch
2015; Willand, Gius, and Reiter 2020).

By the “consistency of a concept”, we mean that a) comparatively homogeneous phe-
nomena fall under it and b) that the concept is methodologically guiding in the sense
that these phenomena are intersubjectively and automatically recognisable. Inconsis-
tent concepts, on the other hand, describe comparatively heterogeneous phenomena,
which cause hardly or not at all surmountable difficulties when trying to recognise them
intersubjectively and/or automatically.

We will presume that a consistency study is feasible and demonstrate this using a con-
crete example: the ”literary comment”, which lends itself very well to such an approach.
Comments can be used to clarify-a narrator’s/charactor’s attitude, to steer the reader’s
attention, interprete or explain plot elements, reflect about the real world, the narration
or the literary work (Gittel'to appear), or signal an “overt-narrator” (Chatman 1980).
As intuitively easy to understand as “comment” may seem at first glance, it nevertheless
turns out to be surprisingly imprecise due to sketchy definitions and competing concep-
tualisations. In.order.to explore the consistency of a literary concept it is not sufficient
to operationalise, annotate and detect it automatically and evaluate whether annotation
and automatic detection succeeded or failed (by measuring inter-annotator agreement
or a classifier’s performance). Rather, we seek to explain patterns of the annotation and
automation experiments using qualitative and quantitative evidence such as measures
of the relation between available training data and classifier-performance, the features
found to be predictive for automatic classification as well as assessment and contextu-
alisation of the relevant conceptualisations based on textual examples. Specifically, a
consistency study carries out inferences to the best explanation where the inconsistency
of a literary concept is a possible hypothesis among others that may explain certain
outcomes. We utilise empirical observations from annotation and automation to gain
insights on the consistency of the theoretical concept itself.

In the next section, we will scrutinize narratological research on the literary comment
(section 2). We then operationalise the notion of “comment” and follow Chatman
1980 in distinguishing subtypes (section 3). We report the results of a collaborative
annotation effort (section 4) and an automatic classification (section 5). Finally, we
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discuss limitations and challenges of consistency studies of literary concepts in general
(section 6.1), the results of our consistency study for the three types of literary comment

(section 6.2), and conjectures on the overarching concept of “comment” (6.3).

2. Theoretical Background

Although the concept of “comment” is known in Literary Studies, it has not yet been
systematically considered through the perspective of a consistency study. ' Rather, the
concept “comment” is often used in its commonplace understanding and would benefit
from a more detailed analysis. In narratology, a comment usually is associated with the
narrator making remarks on what is narrated, that interrupt the narration (cf. Zeller
1997) or with authorial intrusion (cf. Dawson 2016a). Its function goes beyond the
description of action. Comments explain the meaning of a narrative element, make value
judgments, and/or refer to the real world (cf. Prince 2003). The following thoughts
are essentially based on the influential contributions of Bonheim 1975 and Chatman
1980. While Bonheim draws attention to structural features of comment, Chatman is

interested in the multiplicity of phenomena subsumed under the concept of “comment”.

Bonheim examines modes of narrative in accordance with their function, distinguishing
between dynamic and static modes on the basis of their temporal constitution of dis-
course. The comment is treated as«a static mode, along with the mode “description”, and
is thus contrasted with the dynamic modes “speech” and “report”. Basically, the modes
may overlap, but according to Bonheim, however, comment is the most autonomous
and thus the purest of the modes and is most often found unblended (cf. Bonheim
1975, p. 332). While Bonheim does not define linguistic indicators for what constitutes
a comment, he formulates. criteria on the text-structural level: A comment must be
embedded in a narrative pause and need not be descriptive (e.g. describing the scenery

of the narrative).

In a narrative pause (cf. Lahn and Meister 2013, p. 154 drawing on Genette 1994 [1972]),
the narrating time exceeds the narrated time such that readers might get the impression
the narrated time stops or slows down extremely, although information is provided.
However, the concept of “narrative pause” is not unproblematic, since, for now, there
is no objective measure for narrating time (beside the word quantity indicator) and
the determination of the narrated time may require complex interpretive decisions in
individual cases.

Chatman distinguishes four types of explicit comment not as a mode of narrative, but

as a quality of sentences or text passages (cf. Chatman 1980).” In the following, we will

1. Terminologically, both the term “comment” (Bonheim 1975) and ”"commentary” (Chatman 1980) are
applied in literary studies. “Commentary” is a term with multiple meanings, often used colloquially in its
narratological sense and with other meanings in historical criticism and journalism. In the following, we use
“comment” in the article for the sake of uniformity.

2. Chatman makes an additional distinction between implicit and explicit comment. The former includes
statements by unreliable narrators and ironic remarks that must be reconstructed by the reader and interpreted
from the context. In the following, we focus on the explicit comments and leave out the implicit communication
on account of its complexity.
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take a closer look at the four comment types.

Generalisation Chatman defines generalising comments as general truths that can apply
not only to the fictional but also the real world. He takes his cue from Booth 1983, who
speaks of generalisation as the reinforcement of norms.

(1) Sie [Ottilie] ward den Mannern vorgestellt und gleich mit besonderer Achtung als
Gast behandelt. Schonheit ist tiberall ein gar willkommener Gast. (Goethe 2012
[1809])°

From a linguistic perspective, "generalisation” is an umbrella term for phenomena
like genericity and (overt) quantification. Thus, several linguistic markers might be
associated with “generalisations”. We will come back to problems resulting from this in
section 3.

Interpretation The speaker, mostly the narrator, explains the plot pro- or analeptically
and provides additional information to help readers correctly understand what is being
told. (2), the end of E.T.A. Hoffmann’s Der Sandmann, illustrates this usage. We provide

context to also clarify the function of the narrative pause.

(2) Als Nathanael mit zerschmettertem Kopf auf dem Steinpflaster lag, war Coppelius
im Gewtihl verschwunden. - Nach mehreren Jahren will man in einer entfernten
Gegend Clara gesehen haben, wie sie mit einem freundlichen Mann, Hand in
Hand vor der Tiire eines schonen Landhauses safs und vor ihr zwei muntre Knaben
spielten. Es ware daraus zu schlieflen, dass Clara das ruhige hdusliche Gliick noch

fand, was ihrem heiteren lebenslustigen Sinn zusagte und das ihr der im Innern

zerrissene Nathanael niemals hitte gewédhren konnen. (E. T. A. Hoffmann 2012
[1816/17])

In the first sentence of this example, plot is conveyed. The dash indicates a time jump.
In the following narrative pause we are given an insight into what happened to Clara
after the end of the narration: The narrator offers a description of Clara’s situation. In a
third step (the underlined passage), this description is interpreted by the narrator and
therefore a comment.

Judgment Evaluative comments formulate the narrator’s judgment reflecting values,
norms and beliefs. They are intended to confront the reader with ethical aspects included
in the story. Chatman distinguishes between interpretation and judgment only on
the basis of the (moral) evaluation underlying the judgment, while interpretation is
"relatively value-free” (Chatman 1980, p. 237).

(3) Charlotte benutzte des andern Tags auf einem Spaziergang nach derselben Stelle

die Gelegenheit, das Gesprich wieder anzukniipfen, vielleicht in der Uberzeu-

gung, daff man einen Vorsatz nicht sicherer abstumpfen kann, als wenn man ihn
Ofters durchspricht . (Goethe 2012 [1809])

3. Translations for all examples are provided in the appendix.
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Here, the character’s decision to wear down the partner by repeatedly talking through the
controversy is commented on by justifying it with a conviction — or at least the narrator
strongly assumes this motivation with Charlotte, as is shown by vielleicht “perhaps’
which he uses to reflect his own conviction through this comment. This example also
contains another type of Chatman’s types of comment: generalisation. This is because
that the generalisation of what the narrator is convinced of is presented as a universally
valid truth.

Comment on the Discourse This type of comment, which we will call meta comment,
expresses reflections on the process of writing and/or the existence of the respective

work and its fictionality itself.

(4) Ich verspréche gerne diesem Buche die Liebe der Deutschen. Aber ich fiirchte, die

einen werden es lesen, wie ein Kompendium, [...] indes die andern gar zu leicht
es nehmen, und beede Teile verstehen es nicht. (Holderlin 2012 [1797])

Meta comment has been extensively studied in other contexts as a category of its own (see
for example Fludernik 2003 or Niinning 2005). This includes metanarrative comment
and metafictional comment, the latter discussing truth, fictivity and/or fictionality of
the respective work.

Given the heterogeneity of phenomena that have been subsumed under the concept
of “comment” in narratological research, the question arises, how we may be able to

annotate and automatically detect comments in texts. We address this in the next section.

3. Operationalisation

Concepts in Literary Studies including Narratology are often designed from a theoretical
point of view and only selectively consider textual examples. Applying them on a larger
scale often reveals incompleteness or discrepancies within the theory. Thus, making a
literary phenomenon more tangible through annotation requires an iterative process of
refinement of the concept utilising complete texts or longer parts of works instead of
hand-picked examples (see Gius and Jacke 2017).

The starting point for our operationalisation of the comment are the findings from the
previous section: Even if the category “literary comment” seems intuitively coherent and
comprehensible, our examination of its conceptualisation revealed that comments are
often defined ex negativo (see for example Bonheim 1975 or Prince 2003). Interestingly,
instead of defining comment, researchers restrict themselves to create open lists of
indicators or partial phenomena of comment. Thus, the state of the art seems to suggest
that there is no robust concept of “comment”, but rather a bunch of related phenomena,
that have been subsumed under the overarching concept.

Combining the approaches of Bonheim and Chatman, we assume comment is present if a
narrative pause is identifiable (Bonheim) and characteristic features of one of Chatman’s
comment types are present in it:
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comment := narrative pause AND (interpretative passage OR attitude pas-
sage OR meta passage)

By this procedure we exclude blending of the modes to the extent that we do not include
comments if they appear linked to dynamic elements, but can thus achieve a higher
comparability of the collected data and lower the amount of interpretation required of
the annotators.

Let us first look at our approach of detecting a narrative pause. Since these readings are
widely unpredictable (section 2), we decided not to pre-determine sentence structures:
Our annotation relies completely on intuitive (i.e. form-independent) recognition of
narrative pauses.” This procedure enables us to maintain the explorative character of
our narrative pause detection.”

/an

As described above, Chatman’s types of comments are “generalisation”, ”interpreta-
tion”, "judgment” (attitude) and “commentary on the discourse” (meta comment). In
contrast to his informal usage of the term, we understand “generalisation” as a linguistic
phenomenon triggered by e.g. generic terms and quantificational expressions. These
can co-occur with any of the subtypes.(see e.g. (1) and (2)), but do not constitute
a subtype on their own. Since we examine generalisation as a separate category (cf.
Godeke et al. to appear), three typological manifestations of comment emerge, (i) the

attitude comment, (ii) the interpretive comment, and (iii) the meta comment.

(i) Interpretive Comment The interpretive comment offers an interpretation of events
within the diegesis. Sometimes it takes the form of an explanation of events. This type
of comment can be recognised by the fact that additional information is provided that
re-perspectives, interprets or corrects elements of the plot or events within the diegesis.
As shown in (2), Clara’sssituation at the end of the story is interpreted by the narrator.

(ii) Attitude Comment _In the attitude comment, an attitude of the speaker (narrator or
character) to the diegesis is expressed. By ”attitude”, we mean the way in which a
speaker views something or feels about something. This includes all objects of the
narrative, such as characters, the plot, fictional objects and the fictional world (order) as
well as self-references. In (3), presented above, the speaker’s attitude towards Charlotte’s
talking through the argument topic becomes clear. Here we have made significant
changes to Chatman’s broad notion of this subtype of comment, which he calls judgment
and understands as evaluations being based on norms, values and beliefs of the narrator.
He uses this criterion as a demarcation to the comment type "“interpretation” which he
takes to be “relatively value-free” (Chatman 1980, p. 237). Since the vagueness of this
criterion led to difficulties during the annotation we decided to annotate the speaker’s

4. This procedure includes the understanding that a narrative pause can also occur in direct speech, which we
understand as a narrative structure in itself. This allows us to include comments made by characters and not
only those made by the narrator or so-called ”authorial insertions” (Dawson 2016b).

5. In doing so, our approach differs from, for example, Vauth et al. 2021, who categorise verbal phrases by
their eventness from non-event up to change of state.

JCLS, 2022, Conference 6

160
161

162
163
164
165

166
167
168
169
170

171
172
173
174
175
176
177
178

179
180
181
182
183

184
185
186
187
188
189
190
191
192
193
194



CONFERENCE (In-)Consistency of Literary Concepts

attitude, as this is more clearly identifiable and the explicit result of the evaluation

process. Therefore, we call the subtype ”attitude comment” to make the difference clear.

(iii) Meta Comment The meta comment combines two aspects: metafictional and meta-
narrative comment. It reveals the narrator’s attitude toward the narrative , its process of
creation (narrating) or its truth-status. Since its identification relies on direct mentions
of the context and circumstances, in which the respective work of literature was created,

we consider meta comment easier for the annotators to identify.

Based on the presented typology of comment, we created a tagset and annotation
guidelines.® Accordingly, the tagset for comment includes three subtags: INTERPRETATION,
EinsteLLUNG (attitude), and Mera that correspond to (i), (ii), and (iii). The annotators
are supposed to assign these subtags to passages, where a passage can comprise one or
several clauses. These clauses usually follow one another, but discontinuous annotations
are also possible. As for the narrative pause, we do not pre-select any linguistic properties
as unique indicators for comment subtags, i.e. the annotation is solely based on a
passage’s reading and not its form. Comment is a phenomenon that tends to span rather
long parts of text. One passage can be labelled with more than one comment subtags.
Passages labelled with different subtags can overlap.

4. Corpus and Annotation

Our corpus consists of 19 texts.covering the time period from 1616 to 1942. 17 texts
serve as training set for the classifiers described in section 5. All six annotators are
students with a background in German Philology. In general, the first approximately
200 sentences of each text-were annotated by two annotators with the three subtags.
Two texts were annotated by all six annotators in order to have a better insight into the
feasibility of ourapproach. We created gold standards for all texts by having 2-3 experts
(authors of this papet) collaboratively adjudicate (i.e. review, accept, correct or delete)
the initial annotations. Table 1 shows for each text the annotated comment passages
and the number of annotated clauses.® Overall, we observe a median of 47 passages

and 205 clauses for comments per text.’

To evaluate the annotation, we calculate inter-annotator agreement on clause-level with
Fleiss’ Kappa (, Fleiss 1971) and Mathet’s Gamma (y, Mathet, Widlocher, and Métivier
2015). While « calculates agreement based on the differences for each clause, 7y respects
the individual annotated comment passages as units in a continuum, and also partial
overlapping passages are compared as units instead of disjointed clauses. We therefore
consider that y better represents the errors made by annotators for a category with rather

6. Our annotation guidelines are available at https://gitlab.gwdg.de/mona/korpus-public.

7. We do not show < for the test texts since the Python package Pygamma-agreement (https://github.com/b
ootphon/pygamma-agreement) used for calculation throws a runtime error for 6 annotators.

8. The number of comment passages and clauses for Goethe’s Die Wahlverwandschaften is higher since this was
our first annotation, where we annotated the complete first four chapters.

9. We use the median rather than the average because the former is robust against outliers (i.e. texts with an
extremely high or low number of comments), and thus better resembles the typical number of comments in a
text.
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# K 04
Year Author: Text Pa. Cl. M. B. M. B
Training set

1616  Andreae: Die chymische Hochzeit 47 66 26 29 33 .37
1645 Zesen: Adriatische Rosemund 45 244 71 85 .83 .89
1668 Grimmelshausen: Der abenteuerliche Simplicissimus 53 205 .26 .26 .39 .40
1731  Schnabel: Die Insel Felsenburg 73 203 74 91 .82 92
1747  Gellert: Das Leben der schwedischen Grifin von G. 34 187 .61 59 .64 .63
1771  LaRoche: Geschichte des Friuleins von Sternheim 60 282 .33 .33 42 42
1797  Holderlin: Hyperion oder der Eremit in Griechenland 72 313 41 .76 .67 .86
1802 Novalis: Die Lehrlinge zu Sais 73 400 .61 .71 .76 .85
1809  Goethe: Die Wahlverwandtschaften 138 619 34 34 48 48
1810 Kleist: Michael Kohlhaas 36 72 .08 .09 .14 .16
1816 Hoffmann: Der Sandmann 37 103 .46 .46 .50 .50
1876  Dahn: Kampf um Rom 43 157 28 27 .35 .39
1893  May: Winnetou II 45 79 55 68 .64 .71
1898  Fontane: Der Stechlin 54 219 31 31 42 41
1924 Mann: Der Zauberberg 45 133 41 48 .54 .57
1930  Musil: Der Mann ohne Eigenschaften 47 317 .83 .83 .88 .88
1931 Kafka: Der Bau 55 280 .68 .68 .77 .77

47 205 .46 52 .56 .60

Test set

1766  Wieland: Geschichte des Agathon 60 282 58 60 - -
1942 Seghers: Das siebte Kreuz 48 92 43 48 - -

Table 1: For each text, the number of comment passages (Pa.) in the gold standard and the
number of clauses (Cl.) overlapping with them, and multi-label (M.) and binary (B.) agreement
values in terms of x and . The last row for the training set shows the median counts and the
average agreement values.”

long passages, and that it measures agreement more adequately. The multi-label values
for both scores are based on the agreement between the subtags; binary agreement
treats all subtags as a single class (CommenT). The average binary agreement for x and -y
is moderate (between 0.41 and 0.60; see agreement levels in Landis and Koch 1977). The

multi-label agreement is 0.05 lower on average but can still be regarded as moderate.

As hypothesised in section 3, MEta is easier to annotate since it directly addresses
either the way content is mediated or the creation of the respective work. This can
be observed when calculating agreement scores directly on the individual subtags as
shown in Table 2. The subtag Mera achieves 0.71 (substantial) for x and 0.81 (perfect)
for 7. In contrast, EnsTELLUNG holds moderate values and INTERPRETATION Only achieves
a fair agreement (> 0.2). As pointed out above, especially the distinction between
EinsTELLUNG and INTERPRETATION can be difficult, and a decision for only one of both can
cause disagreement between the annotators. This effect can be verified when calculating
the binary agreement for EINsTELLUNG+INTERPRETATION, Which yields a x of 0.49 and +y of
0.57.
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Subtag Koy
EINSTELLUNG 44 53
INTERPRETATION .26 .38
META 71 81

Table 2: Average agreement for subtags.

5. Automatic Classification

To gain insights into the consistency of the category “comment”, we employ diverse
linguistically available features that we consider to be potentially relevant based on
manual inspection of annotated comment passages. In the following, we describe the
feature extraction, the classifiers and their evaluation, and then turn to a comprehensive

analysis.

5.1. Feature Extraction

We preprocess texts with spaCy,'’ using its default tokeniser, part-of-speech (POS)
tagger, lemmatiser and sentenciser for German and adding several custom preprocessing
components:

e a dictionary-based normaliser that we trained on the German Text Archive'! to

account for spelling variantsin older texts

e the Universal Dependency parser, morphological analyser, clausiser and tense—
mood-voice-modality tagger from Donicke 2020

e a direct speech tagger that recognises text between opening and closing quotation
marks

e a component that assigns Levin 1995’s categories to verbs and Hundsnurscher
and Splett 1982’s categories to adjectives from GermaNet (cf. Hamp and Feldweg
1997)

e the sentiment tagger'” from Remus, Quasthoff, and Heyer 2010 as well as our own
emotion tagger based on the NRC Word-Emotion Associated Lexicon'? (Moham-
mad and Turney 2010; Mohammad and Turney 2013), which assign scores for
positive/negative sentiment and Ekman 1992’s basic emotions, respectively, to
each token

Inspired by Donicke 2021’s grammatical feature extraction for discourse segmentation,
we extract features clause-wise from the clause, its noun phrases (NPs), the compos-

ite verb and free discourse elements (i.e. conjunctions, complementisers, sentential

10. https://spacy.io/ (version 2.3.2)

11. https://www.deutschestextarchiv.de/download

12. https://github.com/Liebeck/spacy-sentiws

13. http://saifmohammad.com/WebPages/NRC-Emotion-Lexicon.htm

14. We use word lists to classify overt quantifiers with Donicke, Godeke, and Varachkina 2021’s tagset; except
for numerical quantifiers, which we identify by POS (NUM) and/or dependency relation (nummod).
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Unit Features

clause root’s dependency relation, root’s POS, preceding/inner/succeeding
punctuation, first clause of a sentence?, directed distance to
superordinate clause, direct speech?

NP head’s dependency relation, head’s POS, adpositional?, case, person,
number, gender, sentiment, emotion, article’s POS, article’s lemma,
quantifier’s POS, quantifier’s type'?, adjective’s POS, adjective’s
degree, adjective’s GermaNet category, adjective’s sentiment,
adjective’s emotion

(composite) main verb’s dependency relation, main verb’s POS, verb form, tense,

verb aspect, mood, voice, modal verb’s lemma, main verb’s GermaNet
category, sentiment, emotion, quantifier’s POS, quantifier’s type'*

free discourse dependency relation, POS, at first/middle/last position?

element

Table 3: Extracted features for different syntactic units.

adverbs). Table 3 shows all features. Grammatical features have been found to work
well for the identification of discourse segments—which are also a multi-clause-level
phenomenon—in German (cf. Dénicke 2021) and might also include useful features
for comment identification. For example, we expect verb categories such as tense or
mood to be especially useful since a change in those often marks a narrative pause, as in
(2). Here, the narrated time is interrupted, and the present tense in the first sentence
changes to the past tense in the second one.

Punctuation is also integrated as feature. In (4), punctuation marks the direct speech,
in which a comment is contained. We also integrate semantic categories for verbs and
adjectives. Main verbs:like lesen 'read” and verstehen "understand’ belong to Levin’'s
category of cognition, which we assume to be indicative for comments.

Since comment, especially attitude, can be expressed in an emotional manner, we
include emotion and sentiment labels as features. (5) shows an excerpt for EINSTELLUNG
that is highly expressive due to the usage of so-called “thick concepts”, such as offen
‘expansive’ and wundersam 'miraculous’, which “combine evaluation and non-evaluative
description” (Vayrynen 2021).

(5) Wer also ihr [der Natur] Gemdith recht kennen will, muf sie in der Gesellschaft
der Dichter suchen, dort ist sie offen und ergiefit ihr wundersames Herz g, ¢ one-
(Novalis 2012 [1802])

5.2. Classifiers

Since a comment passage spans an open number of clauses, we define a classification
task on clause level: When vectorising a text D = (c4, ..., ¢,,) with n clauses, we construct
feature vectors ¢y, ..., C,, as described in section 5.1, which we then concatenate to context-
sensitive vectors Xp = (¥y, ..., X,,) using a window of three clauses: X; := ¢;_1 o ¢; o i 1.
Given ¥;, the classifier should predict all tags of passages that contain ¢;. In a post-
processing step, every maximal sequence of clauses with the same tag is combined into
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Setting Development set #Clauses
splitl  Grimmelshausen (1668), Schnabel (1731) 408
split2 ~ Mann (1924), Kafka (1931) 413
split3  Gellert (1747), Fontane (1898) 405

Table 4: Texts in the development set and number of clauses overlapping with comment
passages in each split.

# Parameter name  Values

Decision tree

maximum depth 5, 10, 15, 20, 25, o
2 min samples leaf 1, 2,5, 10, 15, 20

—_

Logistic regression

la solver newton-cg (ng), Ibfgs (Is), sag (sg), saga (sa)
1b  multi class multinomial (m), ovr (0)
2 C 1,5,1,5,10

Table 5: Values for hyperparameters optimised inthe grid search. The parameter number (#)
and abbreviations in parenthesis are used in Table 6.

a passage, which is, however, not relevant for the evaluation, see section 5.3.

From our training set, we remove two texts as development set. To alleviate the impact

of the split, we perform our experiments for three different splits as shown in Table 4.

Since the median count of comment clauses per text is 205 (see Table 1), we take two

texts with a total number of comment clauses around 410 in each split. Furthermore,

split 1 uses two early texts, split 2 uses two late texts, and split 3 uses an earlier and a

later text as development set.

In each split, we train 1) a multi-output classifier that consists of three independent

binary classifiers (one for every subtag), and 2) a binary classifier that only distinguishes

comment (any subtags) from non-comment (no subtag). As base classifier we use

either 1) a decision tree or 2) a logistic regression , both with balanced class weights.

Since the performance of a decision tree strongly depends on its maximum depth and

minimum leaf size, we perform grid search on the development set to select the optimal

values for these parameters (see Table 5), using the same values for all base classifiers.

For the logistic regression, we optimise the solver and multi-class parameter, and the

regularisation parameter C.'” During the grid search, we use (macro-averaged) Fscore

(cf. Sokolova and Lapalme 2009) as scoring function, which we also use for evaluation.

Additionally, we combine the classifiers from the three splits into one majority classifier.
The majority classifier assigns those tags to a clause that are predicted by at least two of

the incorporated classifiers.

15. We set the maximum iterations of the logistic regression to 500. If not stated otherwise, we use scikit-learn’s

(https://scikit-learn.org/stable/) default parameters for our classifiers.
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Multi Binary
Development Test Development \ Test
Setting |#1 # P R F|P R F|# # P R F|P R F

Decision tree

split 1 5 20 .17 72 28| .28 .64 39|25 1 37 54 44| 45 52 49
split 2 5 2 13 .73 22| 27 61 38 ~ 10 .35 .69 46| 43 .54 .48
split 3 10 2 .17 63 27| .27 58 36|10 10 .38 .70 49| 48 .63 .55
majority | - - - - -].28 62 38 - - - - -—].50 .60 .54

Logistic regression

split 1 sg/o .1 .19 49 27| 30 51 37|ls/m .1 40 .57 47| 53 .64 .58
split 2 sg/o .1 .14 57 22| .29 53 J37|sa/m 10 .37 .65 47| 46 .57 .51
split 3 ng/o .1 .20 .53 28| 31 49 37|ng/o .1 44 .64 .52| 55 .65 .60
majority | - - - - -1].31 51 37| - - - - -—].54 65 .59

Table 6: Macro-averaged P(recision), R(ecall) and F(score) on the development sets and the test
set, for the multi-output and the binary classifier in all settings. Parameter values (#1 and #2,
see Table 5) are given as optimised on the development set.

5.3. Evaluation

Table 6 shows Precision, Recall and Fscore for all settings. For the binary classifier,
Precision measures how many of the clauses tagged as comment are also annotated as
comment in the gold standard; Recall measures how many of the clauses annotated as
comment in the gold standard are also tagged as comment. The Fscore is the harmonic
mean of Precision and Recall. For the multi-output classifier, Precision, Recall and
Fscore are calculated separately for each subtag first and then averaged.

Decision tree and logistic regression show similar results on both the development sets
and the test set. The performance of both methods varies across splits, but the majority
classifiers alleviate these discrepancies: In all but one setting, the majority classifiers
achieve equal or better Fscores than the best of its incorporated classifiers.

Although the Fscores for decision tree and logistic regression are similar, Precision and
Recall are not: The decision-tree classifier performs much better in terms of Recall at
the cost of a lower Precision, whereas the difference between Precision and Recall is less
extreme for the logistic-regression classifier.

Unsurprisingly, both methods achieve higher performance in the binary setting (54%
and 59% for the majority classifiers) than in the multi-output setting (38% and 37% for
the majority classifiers), where the classifiers have to distinguish subtags of comment.

5.4. Analysis

Somewhat surprisingly, every classifier performs better on the test set than on its devel-
opment set. Part of an explanation might be that the test set includes more comment
clauses than the development sets, see Table 7, and our classifiers are mainly driven

by Recall. Table 7 also shows further differences between decision tree and logistic
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EINSTELLUNG ‘ INTERPRETATION ‘ META
Setting | Development Test | Development Test | Development Test

#Clauses
split 1 173 201 154 252 172 280
split 2 171 - 216 -"- 73 -
split 3 258 -"— 147 -"- 31 -
Decision tree
split 1 24 .28 .25 .38 .34 .50
split 2 24 .29 .29 31 .14 52
split 3 .39 .26 25 34 .16 .50
majority - .28 - 35 - .52
Logistic regression
split 1 .26 .30 .26 .36 31 45
split 2 24 .28 .29 .35 13 46
split 3 .39 .30 .28 .36 17 45
majority - .28 - 36 - 48

Table 7: Number of clauses and Fscores for/each subtag on the development sets and the test
set, for the multi-output classifier in all settings.

EINSTELLUNG  INTERPRETATION META

#Clauses 1887 2154 588
Fscore .28 .36 A48
Ratio (#/%) 103 60 12

Table 8: Number of clauses.inthe training set (including the development texts) and Fscore of
the logistic-regression majority classifier on the test set for each subtag. The bottom row shows
the number of training clauses needed for one percentage point of Fscore.

regression: With a logistic regression, the Fscores on the test set for each subtag are
comparatively stable across training/development splits, whereas the decision tree’s
Fscores show a greater variance. The majority classifiers achieve performance close to
the best individual classifiers for each subtag, resulting in Fscores of 28% for EINSTELLUNG,
35%-36% for INTERPRETATION and 48%-52% for MEta.

The comparatively high performance for Mera is outstanding, considering that Mera is
the less frequent comment type in our data. In Table 8, we calculate for each subtag the
average number of training clauses that contribute to one percentage point on the test
set. We can see that the ratio is significantly lower for Mera (12) than for EINSTELLUNG
(103), with INTERPRETATION inbetween them (60), which illustrates that Mera is much

easier to learn by our classifiers than the other comment types.

Our binary classifier is considerably better than the multi-output classifier. In gen-
eral, it is not unusual that a classifier performs better for a binary tagset than a more
differentiated one. Still, since we observed in the agreement that annotators tend to
disagree between EINsTELLUNG and INTERPRETATION While agreeing that a passage is one
of both (see section 4), we trained an additional logistic-regression majority classifier
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| EINSTELLUNG | INTERPRETATION | META
#|+ i Unit Feature Value |+ i Unit Feature Value |+ i Unit Feature Value
1|+ 0 verb mood subj:past| + 0 verb mood  subjpast| — 0 verb tense past
2|+ 0 clause speech direct — -1 NP:nsubj person  lper — 0 clause speech direct
3| — -1 clause  punctinner : — 0 NP:obl pos PROPN | + 1 verb category  Kommuniketion
4| + 0 NPmnsubj quanttype NEG — -1 NP:obl pos PROPN | + 1 verb mood  subj:past
5| — 0 NP:obl pos PROPN | — 0 NP:nsubj person lper - 1 verb tense past
6+ 1 verb mood subj:past | + -1 verb mood  subjpast| + 0 verb tense fut
7]+ 0 NProot emotion Trust + 1 verb mood  subjipast| — 1 clause speech  direct
8| — 0 verb mood subjipres| — 1 NP:obj quantpos PRON | + 0 verb mood  subj:past
9| — -1 NP:nmod case acc — 1 clause  punctprec » — -1 clause speech direct
10| + O NPiadvmod art:pos  DET — 0 NP:nsubj person  2per — 0 NP:nsubj gender masc
11| — 1 NP:obj quanttype DIV — -1 NP:nsubj person  2per — 1 clause  punctsucc !
12| + 0 clause  punctsucc ! — 0 NP:obj person lper + -1 verb tense fut
13| + 1 NProot adjcategory Gefuehl | — 0 verb mood  imp + -1 verb modal  lassen
14| — -1 clause  punct:prec : + 0 verb dep csubj — 1 NPwnsubj gender masc
15| + 1 clause pos X — 1 NP:nsubj person  1lper + 1 clause  punctinner —
16 | + 0 NProot emotion Joy + 0 verb modal  scheinen| + 1 NP:root emotion Trust
17| — 0 verb tense past + 0 NP:amod artlemma ein + 1 NP:conj artlemma mein
18| — 0 NP:obj quanttype DIV + 1 verb modal  scheinen | — -1 NP:obl emotion Fear
19| + -1 NP:ccomp numerus sing — 0 NP:appos gender masc + -1 verb modal  wollen
20 — 1 verb mood subjipres | — 0 clause  punct:prec « + 0 verb modal  wollen

Table 9: Top-20 features for each subtag ranked by absolute value of feature coefficient in
logistic regression (split 1). + is the sign of the coefficient. i denotes whether the feature is
extracted from the preceding (-1), current (0) or succeeding (1) clause.

that regards EinsTELLUNG and INTERPRETATION as the same tag. (We left out all MEerta

passages for this.) This classifier achieves an Fscore of 47% on the test set, which is 19%
higher than that for EmnsteLLUuNG and:11% higher than that for INTERPRETATION. Therefore,

we assume that the difficulty of differentiating between EinsTELLUNG and INTERPRETATION

applies for both humans and machine-learning methods, whereas a joint category is

easier to learn.

Table 9 exemplarily shows:the most important features for one logistic-regression clas-

sifier.'®

indicative against a subtag.

Positive features are indicative for a subtag whereas negative features are

Tense and mood/modality are learned to be relevant for all subtags. We have seen this

in (3), where tense.and mood shift from present indicative to past subjunctive to express

a comment of type EINsTELLUNG. From the table, we can conclude that all three types

often occur in past subjunctive, accompanied by different modal verbs (e.g. scheinen

‘'seem’, lassen 'let’, wollen "'want’).

The comment types also differ in their presence within direct speech. While comments of
type EnsTELLUNG frequently occur in direct speech, comments of type Meta rather occur

outside direct speech. An explanation for this might be that utterances of characters

in direct speech qualify for EinsTELLUNG, whereas MEta is mostly produced by the

narrator. For INTERPRETATION, the speech feature is not important. Instead, it is learned

that comments of type INTERPRETATION dO rarely occur after quotation marks (» and

«), which makes sense because they indicate a change of the speaker (from narrator to

character or vice versa) and an interpretative comment typically follows a statement by

the same speaker.

16. The most important features show only minor variations between splits.
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As anticipated in section 5.1, Example (5), a striking characteristic for EINSTELLUNG is
the high importance of features related to emotion (Trust, Joy, and the more general
feature Gefuehl ‘emotion’). For INTERPRETATION, We find that a subject in first person (I,
we) or second person (you) is a negative indicator since only in third-person sentences
something is told/interpreted about persons, incidents etc. For Meta comments, past
tense is a negative feature. Instead, they often occur in grammatical future tense or with
the modal verb wollen "want’, which can also express semantic future. This is illustrated
in (6), where we can also see the typical use of Kommunikation ‘'communication’ verbs,

such as erzihlen 'tell’.

(6) Ein Mahrchen will ich dir erzdhlen yy,,,, horche wohl. (Novalis 2012 [1802])

In general, our classifiers tend to return many shorter comment passages, with inter-
ruptions between them, while we annotate longer passages in the gold standard. This
is because we train the classifiers on the clause level, giving only three clauses as in-
put, whereas human annotators can draw connections between clauses that are farther
apart. We do not see this as a problem, as long as the relevant passages from a text are
returned. (Example 7) compares the gold annotations (a) and the predictions by the
logistic-regression majority classifier'(b) for an excerpt from Wieland’s Geschichte des
Agathon. For sake of illustration, EinsTertunG is boldfaced, INTERPRETATION is italicised

and MEra is underlined.

(7a) [...] so war es wum /so wviel nétiger ihn auch dieser Probe zu
unterwerfen, da Hippias, bekannter maflen, eine historische Person ist,
und mit den iibrigen Sophisten derselben Zeit sehr vieles zur Verderbnis
der Sitten unter den Griechen beigetragen hat. |...]

(7b) [...] so war es um so viel notiger ihn auch dieser Probe zu

unterwerfen, “da. Hippias, bekannter maflen, eine historische Person ist,

und mit den iibrigen Sophisten derselben Zeit sehr vieles zur Verderbnis

der Sitten unter den Griechen beigetragen hat. |...]

The excerpt is part of a long MEeta passage in which the narrator reveals the conception of
the main character Agathon and his confrontation with the sophist Hippias. The narrator
outlines parts of the story, which can be seen as background knowledge that qualifies for
an (overlapping) INTERPRETATION passage. Both passages span several (> 8) sentences in
the gold standard. The classifier detects shorter passages instead. It correctly recognises
large parts of the excerpt as Meta. This is remarkable since the comprehension of the
METa passage is tied to its long context and our clause-based classifier is able to detect
important parts of it. It also identifies large parts as INTERPRETATION, but is missing
the beginning and a short interruption. Lastly, it also identifies the EmnsTELLUNG in the
last part of the excerpt; as well as a short EnsTELLUNG passage which is not in the gold
standard. The short passage is a good example for a false positive: It is probably labelled
as EINSTELLUNG because it features the evaluative term bekannter mafien ‘as is well knowrn’,
but it does not express attitude towards the diegesis and is therefore not an EinsTeLLUNG

comment in the gold standard.
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# 4+ i Unit Feature Value Subtags (#)
1 + 0 verb mood subj:past EinsteLLUNG (1), INTERPRETATION (1), META (8)
2 — 0 NP:obl pos PROPN  INTERPRETATION (3), EINsTELLUNG (5)
3 — 0 NPumnsubj person 2per INTERPRETATION (10)
4 — 1 NP:appos case nom
5 — -1 NP:obl pos PROPN  INTERPRETATION (4)
6 + 0 verb dep csubj INTERPRETATION (14)
7 — 0 clause punct:prec  « INTERPRETATION (20)
8 + 1 verb dep csubj
9 + -1 NPwmnsubj emotion Fear Mera (18)*
10 — 0 clause dep flat
11 — 0 verb tense past Mera (1)
12 + 0 clause speech direct EINSTELLUNG (2), META (2)*
13 + 1 clause punctiinner «
14 + 0 verb modal scheinen INTERPRETATION (16)
15 — 0 verb mood imp INTERPRETATION (13)
16 + 1 verb mood subj:past METa (4), EINSTELLUNG (6), INTERPRETATION (7)
17 — -1 NP:appos case nom
18 — -1 NP:nsubj person 2per INTERPRETATION (11)
19 + 0 NP:obl quant:pos  PART
20 + -1 NP:nmod artlemma dies

Table 10: Top-20 features for the binary classification ranked by absolute value of feature

coefficient in logistic regression (split 1). + is the sign of the coefficient. i denotes whether the
feature is extracted from the preceding (-1), current (0) or succeeding (1) clause. The last column

shows the rank of the features if it appears among the most important features for the

individual subtags in Table 9. A star (*) indicates that the feature has the opposite sign in the

subtag’s base classifier.

Figure 1: Overlap of comment clauses in the training data (left) and the test data (right).

Table 10 shows the most important features of the binary classifier. It mostly includes

important features for INTERPRETATION (see Table 9), which is the most frequent class

in the training data. It also includes some important features for EinsTELLUNG, but

important features for Mera are underrepresented, and there are even features with an

opposite sign to those for Mera. This suggests that METa passages are not individually

learned by the binary classifier. This is not surprising when looking at Figure 1: Only

8% of all clauses in the training data are only annotated with Meta (other Mera clauses

overlap with another comment type).
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6. Discussion

6.]. General Considerations

As announced in the introduction, we do not consider the attempt to recognise literary
comments as an end in itself. Rather, we want to use this example to illustrate that
attempts to operationalise and recognise literary phenomena automatically can shed
light on the consistency of the concepts on which they are based.

When speaking of the “consistency of a concept”, we mean that a) comparatively homo-
geneous phenomena fall under it and b) that the concept is methodologically guiding
in the sense that these phenomena are intersubjectively and automatically recognis-
able. Inconsistent concepts, on the other hand, describe comparatively heterogeneous
phenomena, which cause hardly or not at all surmountable difficulties when trying to
recognise them intersubjectively and/or automatically. Accordingly, “(in)consistency”
is a gradual concept: a concept can be more or less (in)consistent as the phenomena
that fall under it have more or less relevant'commonalities.

In the following, when we try to judge whether there is (in)consistency of a theoreti-
cal concept based on our observations.on theory, operationalisation, annotation, and
detection of it, we implicitly or explicitly carry out inferences to the best explanation.
Generally, inferences to the best explanation have the following structure (see Lipton
2005; Bartelborth 2017, pp. 200-291; here according to Descher 2019, p. 75):

Py: X is a fact that requires explanation.

P,: The hypothesis Hy explains X.

P3: No competing hypotheses H,, H3, ..., H,, explain X better than H.
C: So H; is probably true.

Due to premise P3, inferences to the best explanation are not truth-preserving, i.e., a true
conclusion does not always follow from true premises. Even if one considers as many
relevant alternative hypotheses as practically possible, one may simply miss a hypothesis
that explains X better than H;. Thus, claims about the consistency or inconsistency of
certain concepts based on results of annotation and automation should be understood

as hypotheses to be tested by further research.
In the case of comment, two main facts seem to need explaining:

e X;: While two subtypes of comment (attitude comment and interpretative com-
ment) can be annotated with little intersubjective agreement and detected with

little success automatically, the opposite is true for meta comment.

e X,: Automatic detection of comment by the binary tagger works well, although
there is (to our knowledge) no robust overarching literary definition of comment

and 2 of the 3 comment-subtypes are poorly recognised.

In the following, we first discuss the facts X;, then X5.
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6.2. The (In-)Consistency of each Comment Type

One of our most intriguing findings is that annotation and automatic detection struggle
with the same types of comment, although the annotation is based on a passage’s reading
whereas the automatic detection is based on a passage’s form. Interpretative comment
and attitude comment were annotated with only moderate and fair agreement and
their detection also performed poorly with FScores below 40% and 30%. In contrast,
meta comment achieves substantial agreement and can be detected well, with FScores
close to 50%. Taking into account the relation between available training data for each
comment-type and the performance of the multi-output-classifier, showed that meta
comment is much easier to learn than the other comment-types (see Table 8; METa
performing better than INTERPRETATION/EINSTELLUNG by a factor of 5 and 8.5). Do these
surprising results suggest an inconsistency of the concepts ”interpretive comment” and
"attitude comment” as we operationalised them based on several theories of literary
comment?

With respect to annotation, we suspect that mainly semantic properties (the occurrence
of terms such as “narrative,” “truth,” or “invented”) of the meta comment passages are
responsible for their good agreement: The vague terms “attitude” and ”interpretation”,
on the other hand, made the development of precise annotation guidelines difficult.
What was contentious in the discussion of concrete annotations was not only at what
point something is an attitude or interpretation, but also where the difference between
the two lies. For clarification, let us recall example (3) from Fontane’s Der Stechlin:

(8) ”Wir glauben doch alle mehr oder weniger an eine Auferstehung” (das heifst, er

personlich glaubte eigentlich nicht daran), “und wenn ich dann oben ankomme

mit einer rechts und einer links, so ist das doch immer eine genierliche Sache.”
(Fontane 2012 [1898])

In this direct discourse passage the attitude of the main character Dubslav von Stechlin
to a second marriage becomes clear. As an argument he uses the assertion that everyone
more or less believes in the resurrection and the bad reputation of appearing with two
wives. In the brackets between the direct speech, however, the narrator formulates a
second attitude of Dubslav: he does not believe in the resurrection. Since this statement
is not made by Dubslav but the narrator, we annotate it as INTERPRETATION. Chatman
attempts to distinguish between these two types on the basis of the judgment/evaluation-
criterion. However, he leaves open at what point a statement is evaluative enough to
be considered an evaluative "judgment” rather than an interpretation. This turned out
to be problematic. For example, is the use of a term like “eagerly” sufficient to show
that the speaker has a positive or negative attitude towards someone? We found that

annotators, based on their reading impressions, answer such questions differently.

For automatic recognition, it is, among other things, the difference between interpretative
comment and attitude comment that causes problems. If we train a classifier that treats
EINsTELLUNG and INTERPRETATION as one tag (binary classification without MEeta), we

obtain FScores that almost approximate the binary score (EINSTELLUNG +INTERPRETATION
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+MEta). A problematic indicator of the attitude in both annotation and automatic
recognition are “thick concepts” such as eagerly or miraculous, which ”combine evaluation

and non-evaluative description” (Vayrynen 2021).

If we exclude obvious alternative hypotheses such as unqualified annotators, inadequate
machine-learning models, or errors in the statistical analysis of our classifiers,'” our
findings suggest that (in contrast to meta comment) interpretive comment and attitude
comment, as we have operationalised them, are not consistent concepts. The phenomena
that fall under these two concepts are evidently too heterogeneous to be reliably recog-
nised by humans and computers. Our findings on the automation side also suggest that
there may be a consistent concept that encompasses all phenomena that fall under “atti-
tude comment” or “interpretive comment”. Defining this concept conclusively, without
resorting (exclusively) to the vague terms “attitude” and ”interpretation,” would be a

future task for Literary Studies.

6.3. The Inconsistency of the Generic Concept "Comment”

Although literary theory does not provide a consistent definition of the overarching
concept of comment, our binary classifier (differentiating between comment and non-
comment) achieves good results (FScores close to 60%). On the one hand, this is not very
surprising because the binary classifier has a) more training data per category than the
multi-label classifier and b) binary categorisation is less demanding. On the other hand,
the classifier seems to accomplish the very thing that literary theory cannot provide (yet):
a possibility to identify comment as a general phenomenon. What does this mean for a
narratological concept of “comment”? We have already noted in section 3 that comment
as a literary phenomenon is sometimes defined ex negativo. Therefore, many researchers
refrain from defining comment and take an additive approach: Thus, “comment” is
understood as a bunch of related phenomena (phenomenonl OR phenomenon2 OR ...)

whose commonalities-are rarely discussed.

Our own approach takes a related route, by identifying three comment types that
share narrative pause as common feature or prerequisite. Our proposal, having the
following logical form: necessary feature AND (featurel OR feature2 OR feature3),
takes the form of what Fricke calls a “flexible definition” (Fricke 1981). However, we
have seen that there is reason to believe that two of the criteria that our operationalisation
of “comment” uses (”interpretative passage”, “attitude passage”) are themselves not
consistent concepts (see section 6.2). Thus, the question arises whether the generic

concept “comment” is a meaningful consistent literary category at all.

It is important to see that automatic detectability is no reliable indicator that there is an
underlying consistent concept. Not everything computers can automatically recognise
is based on a consistent concept. Suppose we define the concept “tapple” as “being an

17. We exclude these alternative hypotheses as improbable on the basis that (i) our annotators have a sound
background in German Philology and have considerable experience with annotating works of literature, (ii)
employ comprehensive machine learning models, extracting a wide variety of features which range from
structural to sentiment features and (iii) employ a well-tested machine learning suite.
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apple or a table”. This would be a very inconsistent concept because the phenomena that
fall under it have little in common except that they are material objects. Nevertheless,
one could undoubtedly build a supervised model that recognises "tapples”; it would
most probably use the features of apples on the one hand and the features of tables
on the other. Please note, that this only prima facie contradicts what has been said on
inconsistent concepts above. The difficulty with automatic recognition would be that
the model would be highly susceptible to bias due to unbalanced training data: If the
majority of the training instances are tables, apples will probably not be detected at all,
because they share no relevant commonalities with tables.'®

So how does our binary classifier work? Our comparsion of the most prominent features
between the binary classifier (comment vs. non-comment) and the multi-label classifier
(EINSTELLUNG, INTERPRETATION, META) yields an interesting result. 13 of the 20 most
prominent features are features that also play a role for the recognition of the comment
types (see Table 10). More importantly, only two of these 13 features are among the
20 most prominent features of all three comment types (subjunctive in the current or
succeeding clause) and 9 features are indicative of one comment type only (according
to the multi-label classifier). If the classifier had learned a general concept of comment,
one would expect two kinds of features;to dominate: features that are indicative of
all three comment types and/or completely new features that played no role for the
multi-label classifier. Therefore, our-analysis suggests that the binary classifier, at least
partly, uses feature combinations that are indicative of certain types of comment to
recognise comment. The fact that 10 out of 20 most prominent features of the binary
classifier are important features for interpretive comment (being the most common
type in our training set, see Table 8), dovetails nicely with our expectation that a model
that reflects a concept which is to a certain degree inconsistent is highly susceptible to
bias due to unbalanced training data. Taken together our results can be regarded as
evidence for comment being a rather inconsistent literary concept. The best explanation
for the classifiet not learning a general concept of comment is that the concept subsumes

relatively heterogeneous phenomena, that share not enough relevant commonalities.

We have already underlined that our conclusions in the discussion section are ultimately
hypotheses for which we have found some evidence, if we concede certain assumptions.
There is one more background assumption that is relevant for our conclusion in this
section of the discussion. Like many researchers in the Digital Humanities, we assume
that literary phenomena manifest themselves at multiple levels (cf. Underwood 2019,
p- 42), meaning that if there were a consistent narratological concept of “comment”, it
would be reflected in linguistically available features. This assumption, rarely made
explicit, may be more justified for an essentially textual phenomenon as comment than
for phenomena that include relational properties. Let us suppose this background
assumption is justified, so that our results show that “comment” is a rather inconsistent
concept. This would mean fundamentally re-examining the category of “comment”
and asking whether the important phenomena worthy of investigation that it describes

18. As every analogy, our analogy has its limits. In particular, comment types can overlap, ecause of their
textual extent, but apples and tables as material objects do not.
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cannot be grouped differently and/or partially subsumed under other concepts such as
“authorial intrusion” (Dawson 2016b), “digression” (Esselborn 1997-2003), “factual
discourse”/”serious speech acts in fictional works” (Konrad 2017; Klauk 2015), "“reflec-
tive passage” (Gittel to appear), or Sentenz (“aphorism’, Reuvekamp 1997-2003). At
least this procedure seems appropriate to us, assuming that literary concepts should be
also suitable for quantitative research nowadays.

7. Conclusion

Andrew Piper noted, that we “do not have a clear picture of how emerging quantitative
methods speak to the questions that matter within the discipline of Literary Studies.”
(Piper 2018, p. 10) The present paper addressed this issue by investigating the extent to
which inferences about the consistency or inconsistency of textual literary concepts can
be drawn from attempts at annotation and automation. Concretely, we operationalised
the literary concept of “comment” and phenomena associated with it: attitude passages,
interpretative passages and meta passages. We annotated a corpus and trained classifiers
for the automatic recognition of comment and its subphenomena. We were able to show
that the concepts of the subphenomena vary in consistency. While meta comments are
readily identifiable, clear overlaps emerge between interpretative and attitude comment.
We also discussed the extent to which comment in and of itself can be understood as
a consistent concept or as a catch-all for rather heterogeneous phenomena and found
evidence in favor of the second assumption. We thus illustrated one way in which digital
methods can contribute to humanities research in general and to a better understanding
of “comment” as a literary concept in particular. We not only examined an important
literary phenomenon more closely and made it identifiable, we also addressed the
question of why concepts such as the “literary comment” are sometimes difficult to
operationalise, investigating how far the success or failure of operationalisation and

automation can help exploring their consistency.

8. Appendix: Translations of Examples

(1) She [Ottilie] was introduced to the gentlemen, and was at once treated with
especial courtesy as a visitor. Beauty is a welcome guest everywhere. (J. W. v.
Goethe 19-?)

(2”) When Nathanael lay on the stone pavement with a shattered head, Coppelius had
disappeared in the crush and confusion. Several years afterwards it was reported
that, outside the door of a pretty country house in a remote district, Clara had
been seen sitting hand in hand with a pleasant gentleman, while two bright boys
were playing at her feet. From this it may be concluded that she eventually found

that quiet domestic happiness which her cheerful, blithesome character required,

and which Nathanael, with his tempest-tossed soul, could never have been able to

give her. (E. Hoffmann 1885)
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(3”) Thenext day, as they were walking to the same spot, Charlotte took the opportunity 622

of bringing back the conversation to the subject, perhaps because she knew that 623

there is no surer way of rooting out any plan or purpose than by often talking it 624
over. (J. W. v. Goethe 19-?) 625

(4") I'd happily promise this book the love of the Germans. But I fear some will read it 626
like a compendium and be overly concerned with the fabula docet, whilst others 627
will take it too lightly, and neither party will understand it. (Holderlin 2019) 628

(5”) Whosoever wills to be well acquainted with her [the Nature’s] Soul must seek her 629
company with the Poet, for to him she is expansive and pours out her miraculous 630
heart gsrrone: (INovalis 1903) 631

(6") Iwill tell thee a tale yg,,. Listen! (Novalis 1903) 632

(7) [...] so it was all the more mecessary to subject him also to 633

this test, since Hippias, as is well known, is a historical person, and, with 634

the other sophists of the same time, contributed very much to the corruption 635

of morals among the Greeks. |...] 636

(8’) Happy days awaited him there, the happiest of his life. But they were of brief 637
duration; the very next year hiswife died. Taking another was not for him, in part 638
because of a sense of order and in part for aesthetic considerations. ”After all,” 639

he maintained, “we all believe more or less in a resurrection (which is to say he 640

personally really did not), and if I put in an appearance up there with one woman 641

on my right and another on my left, well, that’s always sort of an embarrassing 642
business.” (T. Fontane 1995) 643
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Abstract. In Computational Literary Studies (CLS), several procedures for thematic anal-
ysis have been adapted from NLP and Computer Science. Among these procedures,
topic modeling is the most prominent and popular technique. We maintain, however,
that this procedure is used only in the context of exploration up to date, but not in the
context of justification. When we seek to prove assumptions concerning the correlation
between genres, methods of computational text analysis have to be set up in research
environments of justification, i.e. in environments of hypothesis testing. We provide a
holistic model of validation and conceptual disambiguation of the notion of aboutness
as sujet, fabula, and theme, and discuss essential methodological requirements for
hypothesis-based analysis. As we maintain that validation has to be performed for
individual tasks respectively, we shall perform empirical validation of topic modeling
based on a new corpus of German novellas and comprehensive annotations and draw hy-
pothetical generalizations on the applicability of topic modeling for analyzing aboutness
in the domain of narrative fiction.

1. Introduction

Determining what literary texts are about is an essential part of interpreting literary texts
and is also fundamental to investigating literary history. In Jockers 2013, which has been
one of the most controversially received monographs in the last decade in computational
literary studies (CLS), Jockers starts with a comprehensive and pretheoretical notion of
theme, which is subsequently explored using topic modeling. Topic modeling is currently
the most prominent tool for investigating aspects of aboutness in CLS. As it is based
on unsupervised machine learning, topic modeling does not depend on our assumptions
with regard to themes in texts. Hence, topic modeling has become a popular tool for
exploring corpora. In several contexts, this tool has also been used in classification tasks
for testing concrete hypotheses on genres or other text categories (e.g. Schoch 2017).
The central claim of our paper is that topic modeling is still lacking justification to be
used for hypothesis-driven research on specific aboutness claims in the domain of literary

studies. Although this criticism on topic modeling is not new (e.g. Da 2019, Shadrova
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2021), it has not yet been taken as a reason to overcome the desideratum. The task of
this paper is to elaborate on this thesis and to prepare the methodological framework

for solving this desideratum.

This desideratum affects the specific kind of interpretation that is at work when a
concrete topic, which consists of a list of weighted words, is interpreted as, for example,
a topic of "female fashion" in Jockers and Mimno 2013, or of "love as a challenge
and a reward" in Schéch 2017. The use of topic modeling relies - at least implicitly -
on the following three axioms in order to interpret lists of weighted words as genuine

representations of aboutness:

1) A pre-theoretical notion has to be introduced to denote what topic modeling is
expected to reveal in terms of humanities research. Our initial observation that Jockers
2013 starts from a general notion of 'theme’ can be reversed. Theme is commonly
considered to be the qualitative correlate of computationally generated topics. This
holds also for Blei 2012, Jockers and Mimno 2013, Weitin and Herget 2017, and Schéch
2017. Hence, we take the linkage between the notion of theme and topic modeling to be
the current state in CLS.

2) A specific theory of the structure of topics has to be developed. The formalized concept
of topic in topic modeling can be outlined as follows: the core of topic modeling, Latent
Dirichlet Allocation (LDA), comes from computational linguistics. It is a generative
model and describes a fictional process in which a document is generated. It is based on
the assumption that a text is a mixture of different topics with different probabilities,
where each topic represents a probability distribution over a fixed set of words. A word
can belong to one or several topics with certain probabilities. To generate a document,
a probability distribution over topics is chosen randomly. Then, a topic is randomly
chosen from all the topies and a word is randomly assigned to it. Thus, a single word
of the document is determined. This process is then repeated until the document is
finally generated (Blei 2012). LDA topic modeling in practice can then be understood
as the inverse of the above described generative process. Given a text collection, the
unseen topic-word distribution and the topic-document distribution are to be inferred by
topic modeling (Blei and Lafferty 2009). There is often a semantic relationship between
words that occur together in texts. These words are more likely to be grouped into one
topic through topic modeling. Therefore, topics, which have in effect the form of lists of
weighted words, are supposed to be interpretable as themes and to reflect the hidden

content structure of the text collection.

3) A general theory is needed that justifies that themes are properly represented as lists
of weighted words (topics), whose distribution in the text is similar. The best candidate
of such a general theory seems to be distributional semantics, which holds that meaning
consists of distributions of words (Harris 1954, Firth 1957, Evert 2005).

Based on these three steps, topic modeling is expected to return representations of
‘theme’ in a genuine sense of aboutness. However, our central claim that topic modeling

lacks justification so far entails that topic modeling does not represent the genuine sense

JCLS, 2022, Conference 2

15
16
17

18
19
20
21
22
23

24
25
26
27
28
29
30

31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48

49
50
51
52

53
54
55



CONFERENCE Validating Topic Modeling

of aboutness in literary studies. In other words, the predicate "interpret a topic as a topic

of..." is commonly used only in a loose sense, which means that the reader is reminded

of a specific aboutness claim when reading a topic and expresses a subjective impression.

If we want to use topic modeling for hypothesis-driven research on specific aboutness
claims, the predicate should be used in a stricter sense that treats topics as an exact
representation of specific aboutness claims. Section two of our paper elaborates and
justifies our central claim. If we assume, for the moment, that our claim is correct, then
topic modeling is, at best, an approximation to aboutness under certain conditions. It is
an approximation to aboutness if it can be substantiated with a more refined validation
strategy. In general, the call for more validation is characteristic of CLS (Swafford 2015,
Piper 2015, and Hammond 2017). Such call for validation points to a methodological
gap that arises when methods from domains such as statistics or computer linguistics are
transferred to CLS. This gap can be described as the ignorance of the equivalence of two
procedures. For aboutness, it is the ignorance of whether topic modeling detects themes
in a way that is equivalent to the human practice of determining the respective themes
based on reading. This ignorance of equivalence has two dimensions: firstly, the internal
dimension of the operative structure of the procedure itself, and, secondly, the external
dimension of the results (Hammond 2017). For the former, the claim of ignorance means
that there is no evidence that a quantitative procedure performs the same operative steps

as human minds do. With regard to the second dimension, there is the problem that we

do not know whether the results are equivalent because the results have different forms.

In other words, the ignorance consists of the problem that the output of both procedures
are incommensurable. To bridge the methodological gap we shall propose a ternary
model of operationalization.and validation, which is visualized in Figure 1. This model
is more comprehensive and, as we shall demonstrate, more powerful than the established
binary conceptions of validation. In this way, our contribution fundamentally differs
from the general criticism of topic modeling as it has been put forward in recent criticism
(Shadrova 2021) that.rejects topic modeling based on the claim that the concept of
topic in topic modeling would have to be identical to the concept of topic in the domain
where the procedure shall be used (in our case, the concept of aboutness in the domain
of literary studies), and on the finding that there is no such conceptual identity, i.e. no
co-extensionality (identity of references) and co-intensionality (identity of definitions)
between both (i.e. the concepts of topic and aboutness). We maintain that Shadrova’s
requirement is far too strong. It is true but also obvious that the notion of topic in
topic modeling is not co-extensional and co-intensional to the concept of aboutness in
literary studies. We rather seek to develop a strategy of applying topic modeling in a
hypothesis-based design that allows to investigate aboutness independently of the notion
of topic. We maintain that the following model facilitates such kind of hypothesis-based

analysis.

The figure shows three units (qualitative concept, annotated texts, and quantitative
procedure) with three binary relations between each two of these units. These three
relations, one between the quantitative procedure and the intension (i.e. the definition)

of the qualitative concept, another between the qualitative concept and the annotated
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Figure 1: Ternary model of validation

texts, and the final relation between the results of the quantitative procedure and the
extension (i.e. the scope of objects the concept refers to) of the annotated texts, mark
the locations where different kinds of validation are required. So far, discussion on
validation usually has limited itself to one of these three relations respectively.! We
maintain that a full understanding of the impact of topic modeling as a technique of
analyzing aboutness in the context of hypothesis-driven research (and not only in that
of exploring corpora) necessitates that all three relations be modeled and validated. In
the following sections; we shall demonstrate the general methodological requirements for
ternary validation by discussing the three relations successively. Our methodological
discussion will be empirically supported and illustrated by a new and large corpus of so

far unknown 19th-century German novellas.?

2. Disambiguation and internal validation

We first discuss the relation between the intension of the qualitative concept and the
quantitative procedure, which is, according to the first axiom, the relation between
aboutness and the internal structure of topic modeling. The theoretical reason why we
consider this relationship to be problematic is that we question the third axiom of the
adequacy of distributional semantics. In other words, the following disambiguation shall

demonstrate that topic modeling does not exactly reproduce aboutness in the way the

1. Swafford 2015 focuses on the relation between the intension of the procedure and the qualitative
concept, Piper 2015 on that between concept and annotations.
2. For a description of the corpus see the data repository.
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concept of aboutness is used in literary studies. We do not contest that distributional
semantics can be an appropriate and satisfactory theory within specific domains of
linguistics, in particular for scenarios focusing on word similarity and synonymity or
concerning usefulness in the context of information retrieval. From the perspective of
literary studies, however, the distributional idea of semantics does not suffice to define
the notion of aboutness because it can take different forms. We, therefore, have to
think in scenarios of aboutness-claims. For this purpose, literary theory provides helpful

terminological distinctions.

2.1. Conceptual clarification: aboutness as sujet, fabula, and theme

The list of notions that are often used synonymously to indicate aboutness could be
extended with ’subject’, ’subject matter’, or, in more specific contexts, ’issue’, or
‘problem’. Concerning the general grammatical structure, aboutness occurs as about-p-
assertions such as 'this novel is about love’. Two terminological distinctions from literary
theory are relevant in the first instance, that between subject and theme (Lamarque
2009), and that between sujet/syuzhet and fabula in the tradition of Russian Formalism
(introduced by Tomaevskij [1931] 1985); which has been translated to the distinction
between story and plot in narratology. We take the latter distinction as a specification
of Lamarque’s notion of subject so that we can focus on three terms: fabula, sujet,
and theme. TomaSevskij defines fabula as the temporal and causal sequence of events.
In large parts, this notion corresponds to that of Lamarque’s idea of subject: "To say
what a work is about at subject level is in effect to retell the story or, in the case of
non-narrative works, to redescribe the occasion or emotion presented." (Lamarque 2009,
150) In short, fabula is the plot-based aspect of aboutness. In contrast to fabula, both,
Lamarque and Tomasevskij, define theme as the rather abstract unity of a literary work.
This unity is, in most _cases, not obvious but a result of interpretation. Sujet, which is a
widely but heterogeneously used term in literary studies, is defined by Tomasevskij as
the way the fabula is;presented on the level of discourse including not only digressions,
analepses and prolepses, as it has been emphasized in narratology, but also the setting
(the place and situation of the fabula), the time, and the way characters are described
(and, for example, dressed) and so on. In his illustrative analyses, Tomagevskij uses sujet
to denote those aspects of the setting and surrounding that are not part of the fabula

itself. In Aristotelian terms, sujet can in practice be used as the sum of the accidentia
of the fabula.

We discuss the operationalizability of theme, fabula, and sujet based on the following
illustrative extraction of several claims and interpretative hypotheses from different
discursive contexts on one of the most canonical novellas of the period of Realism in
19th-century German literature, Keller’s Romeo und Julia auf dem Dorfe (1855/75):

(a. love-1) The novella "treats the theme of love and death" (Saul 2003, 138).

(b. love-2) The novella is about the tragic conflict between ideal, absolute, and uncondi-

tional love in contrast to social constraints (Kaiser 1971, 30).
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(c. love-3) The novella is about the problematic concept of love itself that has been
internalized by the protagonists (Holub 1985, 476).

(d. love-4) The novella is about structural incest in terms of Freud’s psychoanalytic
theory (Holub 1985, 481).

(e. sujet) The novella is an instance of the set of texts that are located in a rural
surrounding (Stocker 2007, 72), it takes place "in an isolated rural 'Dorfgeschichte’
location" (Saul 2003, 133).

(f. social-1) The novella is about a devastating destiny caused by a violation of ownership

(Menninghaus 1982 according to Walter Benjamin)
(g. social-2) Based on the symbolic meaning of the character of the black fiddler, the
message of the novella is that "in all members of the community [...] is an inner Gypsy,

in all those secure in their unreflected homely identity lies hidden the exotic other" (Saul
2003, 139).

(h. structure) The aesthetic value of the novella results from reflexivity on semiotic
processes and intertextuality, which is'a step from realism to aestheticism. (Stocker
2007, 69-75, Saul 2003).

The first claim (a) is an aggregation of fabula that is extended in the subsequent claims
on the theme of love to a more complex structural thematic claim. All but (e) and
(h) are aboutness claims. The latter does not point to the theme but the semiotic
structure of the text. The contrast between the love claims (b to ¢), the psychoanalytic
thesis (d), and the claims on/social issues (f and g) shows that thematic claims are often
controversial, sometimes absurd, and, in all cases, the result of intensive interpretive
work. The claim on.sujet (e) is a description of the text regarding general literary
forms. As there is atendency in literary studies towards giving interpretations of theme
a higher prestige than analyzing sujet,® we shall address the possible objection that
claims on sujet are not aboutness claims in a proper sense. It seems to be clear that
Keller’s novella is a tragic love story but not a village story. This objection implies that
aboutness relates to theme or fabula, but not to sujet. It is, however, also true that the
novella is about love in a rural setting. Hence, sujet can be part of aboutness claims.
Such claims have the logical structure 'x is about p in setting s’. As p refers to fabula or
theme in claims of that type, theme, fabula, and subject can be nested. Our illustrative
example at the end of this paper demonstrates that sujet can be significant to literary

history, too.

2.2. Comparing procedure and conceptual intension

The first relation that has to be validated requires the operationalization of a technical

procedure that promises to approximate the conceptually clarified notion of aboutness.

3. Lamarque 2009, who highlights the relevance of eternal and universal themes for assessing literary
value, is representative of the tendency in literary studies to regard thematic interpretation as the more
prestigious task compared to analyzing sujet and fabula.
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We distinguish three steps of operationalization, (1) that of selecting a promising
quantitative technique or method, (2) that of adjusting factors that could impact the
output of the selected procedure, which includes not only the parameters of the algorithm
but also operations such as preprocessing textual data, and, if topic modeling is used, (3)
that of selecting promising candidate topics. The subsequent fourth step is commonly
labeled as ’internal validation” (Hammond 2017). It would be equally correct to label
this type as ’intensional validation’ because the internal structure of a quantitative

procedure is compared to the intension of a qualitative concept from literary studies.

We start discussing internal validation concerning sujet:* Several sujets such as sur-
rounding, furnishing, or dressing, that are denoted by a limited set of descriptive terms
or named entities, can be expected to be expressed satisfactorily by lists of weighted
words. Romanesque environment, which is relevant to German novellas, can be expected
to be approximated by words including named entities of cities or regions.® Another
relevant sujet, that of a 'rural surrounding’, can be expected to be expressed by nouns
that denote typical buildings or the specific social structure in villages, or nouns and
verbs that express or refer to typical activities such as agriculture. Prior to validation,
the degree of strength between a specific. word and sujet should be taken into account in
terms of a theory of meaning. Of course, the occurrence of words is neither sufficient
nor necessary for any sujet in a strict.sense because lists of weighted words are not the
proper representation of sujet but rather an approximation. Named entities, however,

6 are almost inevitable for an author

which are proper names in contrast to general terms,
if a story shall be located in ‘a certain setting. It is hardly possible to tell a story that
takes place in Paris without referring to the name ’Paris’ or to entities that clearly
refer to places, buildings, well-known events, or prominent historical persons in Paris”.
This strong relationship between named entities and sujet, which can be expected for a
Romanesque setting does.not hold for the sujet of a rural surrounding because it has to
be approximated by general terms rather than named entities. Therefore, a heuristic
distinction between sujets that shall be approximated mostly by singular terms and
sujets that shall be approximated by general terms is useful for estimations prior to
validation. Such estimation will also instruct the process of operationalization and of
preprocessing because it requires that named entities are not removed from the corpus.
According to (Tomaevskij [1931] 1985, 220), local or dynamic sujet, which is present
only in particular scenes of a story, can be distinguished from global or static sujet that
is prevalent over the whole text. The former requires that the texts be split up into

segments. Prior to validation, we can assume that topic modeling performs best for

4. Existing research occasionally interpreted concrete topics as indications of sujet (Schoch 2017), but
did not yet provide a theoretical account of the relationship between topic modeling and sujet.

5. ’Romanesque environment’ means that it is fictional that the story is located either in France, Italy,
or Spain.

6. This distinction can be traced back to Frege 1892.

7. We can, of course, think of counterexamples. The story of Flaubert’s Madame Bovary, for example,
is not located in Paris but the main character Emma often thinks of Paris and longs for living there.
The novel has 75 hits for Yonville, the village where the action takes place, 74 hits for Rouen, the town
that serves Emma as a replacement for her desire for Paris, and 34 hits for Paris. Of course, it would
be mistaken to infer that the story is situated for 20% in Paris and, respectively 40% in Rouen and
Yonville, as the absolute word counts suggest. It is nevertheless true that the novel is, in part, about a
female protagonist’s thoughts about Paris.
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stereotypical and homogenous global sujets that are approximated by named entities.
The more local or dynamic and the more abstract and heterogeneous a sujet, the smaller
the chances of success and the higher the efforts for parameter adjustment and for text

manipulation in the process of preprocessing.

The third step is that of selecting the prima facie best topics after generating a topic
model. This step is necessary because of two restrictions: Firstly, the previous paragraph
demonstrated that only several sujets can be expected to be approximated by topic
modeling. Secondly, not all topics are good candidates for approximating specific sujets®.
Fortunately, topic modeling is capable of returning several promising village topics for
our 19th-century novella corpus. The most promising candidate (topic no. 64, see
code repository) starts with the nouns "Dorf’ (village), 'Haus’ (home), '"Mann’ (man),
"Knecht’ (servant), 'Leute’ (people), 'Feld’ (field), "Wald’ (forest), "Wagen’ (carriage),
"Pferd’ (horse), 'Bauer’ (peasant), 'Stall’ (barn), *Arbeit’ (labor). These words may
create the impression of a good approximation to the sujet of a rural surrounding. For
the sujet of a Romanesque surrounding, however, we were not able to identify any
promising candidate topic. The occurrence of the names of cities, regions, or other
entities that refer to French, Italian, or Spanish surroundings is not distributed with
sufficient frequency and density in the text. In place of topic modeling, we developed
another method of generating lists of semantically related words by manually drawing
up a list of expected words such as "France’, 'Ttalian’; or 'Naples, and determining the 50
nearest vectors to each of the words in the initial list, based on a SpaCy language model.
Then, we summed up all nearest vectors for all words and selected the 30 most frequent
words, which yield the final embedding-based list. Then, for all texts in the corpus, we
calculated the relative share of this list by counting all lemmatized words of the text
that are in the respective list and dividing by the sum of all word tokens in the text.?
Although both the village topic as well as the embedding-based list can be expected to
be competing for approximations to specific sujets, no reliable insight is gained unless

the techniques are validated also with regard to the remaining two relations.

With fabula, things are more complicated than with sujet. As fabula is defined as
the causal progression of events, it implies a change in situation. In the case of love
stories, events of falling in love are followed by a threat to the love relationship, and,
finally, either by the elimination of the threat or of the failure of love. As for sujet, the
proper representation of fabula is not a list of words, but rather a summary. Recently,
more advanced methods of automatic summarization have been developed. "Automatic
summarization seeks to present given information in a more compact form, determining
the key messages of the text and eliminating unnecessary details and filler sentences."
(Alexandr et al. 2021) The earlier approaches are mostly focused on extracting key
sentences or passages as the summary of a document (Neto, Freitas, and Kaestner 2002,

Ribeiro et al. 2013). Such approaches have improved thanks to the recent development

8. This latter limitation, that a considerable number of topics in each topic model does not approximate
semantic content but rather condenses rhetorical, stylistic expressions or verbs of communications, etc.,
is well reflected in all studies on topic modeling and expressed by the distinction between interpretable
and non-interpretable topics.

9. Code and the resulting lists are documented and explained in the code repository.
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of deep-learning-based pre-trained language models. By identifying the key concepts
and entities in the source document, automatic summarization combines the word-
embedding-based representation of the input document and other linguistic features
such as part-of-speech and named-entity tags (Nallapati et al. 2016). For its automatic
evaluation, ROUGE (Recall-Oriented Understudy for Gisting Evaluation) has been
suggested in Lin 2004. The idea is to count the overlapping textual units between the
generated summary and a set of gold reference summaries. For the human evaluation
of automatic summarization, Kryciski et al. 2019 suggested that the summaries should
be evaluated from four perspectives: Coherence, Consistency, Fluency, and Relevance.
Based on this instruction, automatically generated summaries are rated by human

annotators on a Likert scale.

Such methods of summarization can be expected to be better approximations to fabula
than topics. As this paper focuses on the scope of topic modeling, we can ask, nonetheless,
whether several plot structures have semantic consistency over the whole text irrespective
of situative changes during the progression of events. Although topics and other types
of word lists are not proper representations of fabula, there can be pragmatic reasons
for using word lists as rough approximations to static kinds of fabula such as crime,

10, As this holds only for several plot structures,

love, Western, or seafaring stories
the rationale for this consistency has to be reflected in terms of semantic theory: In
many love stories, the aspect of love.can be expected to be present globally over the
whole text. For love stories, it is not the setting but rather the mode of communication
and its characteristic forms of address that justify prior assumptions of semantic unity
on the level of word lists. (For stories about seafaring, western (Jannidis, Konle, and
Leinen 2019, 169), and several other highly stereotypical plots, in turn, it is not the
plot structure itself that.is represented in the topic, but rather the global sujet of a
surrounding that is strongly connected to the plot. According to the terminological
disambiguation we introduced in this section, it would be more appropriate to say that
there are several text. types such as Western or Seafaring stories that are characterized
by a specific plot structure as well as by a specific global sujet. In such cases, topic
modeling does not identify fabula but rather sujet, which are, however, connected to

fabula in the case of specific genres.

For theme, things are even more complicated than with fabula and sujet. Our illustration
of interpretative claims on Keller’s novella shows that several abstract concepts can
serve as an abbreviation either for a typical plot structure or for thematic theses, where
two operations can be observed: In our example, the core concept of love is integrated
into the structural claim that there is a conflict between love and another abstract
entity. Moreover, claims (b) and (c) indicate that one of several different general ideas
of love is actualized in the text: in (b) that of radical and absolute romantic love, in
(¢), in contrast, that of not sufficiently radical love. The scope of both claims can only
be understood properly if competing concepts of love are held present in the horizon

of expectation. We refer to one of the most advanced theories of semantic change,

10. The latter is an example in (Jockers 2013, 125). In our topic model, there is a highly conspicuous
seafaring-topic (no. 98), too.
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Luhmann’s Liebe als Passion (Luhmann 1982), which distinguishes (1) idealized love in
medieval culture (fin amour), which is based on ratio based idolization mediating the
difference between animalistic sexuality and sublime love, (2) paradoxical passionate
love based on the idea of kurtosis and excess (amour passion), (3) love as friendship,
(4) romantic and radically individualized love that is not concentrated on the character
of the beloved, but on self-referential love itself, (5) the trivialization and ideology
of reproduction where love as passion and romantic love appear as a problem that is
transformed towards comradeship so that love becomes a matter of matrimonial viability

mediating between the individual and social restraints.

Schéch 2017 in his study on the correlation between topic and genre identifies three
different love topics that correlate with different dramatic sub-genres. When he notes
that "each of the ’love’ topics actually represents quite a different perspective on the
theme of love", he interprets these candidate topics as representations of different
abstract ideas of love, for example, "love as challenge and reward". Based on our
terminological disambiguation, we can see more clearly that this exploratory strategy of
interpreting topics starting from the resulting word lists is ambiguous. It may be the
case that different love topics indeed approximate different abstract ideas of love. It is,
however, also possible, according to the correlation between topic and genre that Schéch
verifies, that all love topics refer to the same abstract idea of love but rather indicate
different courses of fabula: One topic may include words that refer to a tragic ending
whereas another refers to a happy ending. It is likewise possible that different love
topics refer to different sujets‘such as different surroundings (for example, love in a rural
versus urban milieu). Different topic word lists that are semantically related to love do
not provide any information as to whether that topic approximates different concepts
of love or different sujets.or fabula aspects. For the general semantic relation between
word lists and aboutness; we assume the following relation: the stronger the process of
abstraction from fabula and sujet to theme and the more complex the propositional
structure of thematic claims, the smaller the chances of success that thematic claims can
be represented in lists of weighted words. Hence, we should not expect topic modeling

to reveal thematic claims.

2.3. Interpretive or intensional validation

If topic modeling shall be applied in the context of testing hypotheses regarding the
presence of specific sujets or concepts at the core of themes, a further step of interpretive
validation after operationalization is common practice (e.g. Rhody 2014, Navarro-
Colorado 2018). We illustrate this strategy by adapting it to the case of rural surroundings
in correlation with different candidate topics. According to current evaluation strategies
(Newman et al. 2010, Mimno et al. 2011, Aletras and Stevenson 2013), topics can be
manually evaluated through a questionnaire. Table 1 shows in an illustrative manner
the first lines of such a questionnaire for three candidate topics of a rural surrounding.
A common scenario for the application of interpretive validation in Digital Humanities is
that people acquire a rough knowledge of several texts of an object area with a rough idea

of typical, sujets, fabulae, and themes (in our example the knowledge of novellas and the
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idea that some novellas are about love, some are situated in a rural surrounding, etc.).

350

Each row in the questionnaire contains the 20 most frequent words of the respective 351
topic. One task is to identify all words that do not belong to the respective sujet, fabula, 352
or theme. The other task is to decide whether the respective topic words approximate 353
the annotator’s qualitative notion of the respective sujet, fabula, or theme. 354
id topic words words that do not | interpretable
belong to village | as village
topic topic
28 alt tag alte hoch gut kapitel bamme rot | alt, tag, alte, gut, | No

beginnen seidentopf grof hohen-vietz | kapitel, ...
herz nehmen bild tiir jung dorf schritt
hohen-vietzer

64 dorf haus mann hof knecht leute schlofs | haus, schlof, rufen, | Yes
kommen rufen feld sagen wald forster | sagen, stehen, sehen
wagen stehen pferd bauer sehen stall
arbeit

38 dorf miihle hand ameile frénz schauen | ameile, frénz, | Yes
haus welt marann furchenbauer mund | schauen, ...
sagen gehen bauer frau vater hof.stube
munde bruder

Table 1: Questionnaire of manual evaluation of topics

Two coefficients can be calculated from this type of questionnaire: Firstly, a ranking of
words that are most often expected for village topics across all evaluated topics and all
annotators, secondly, the average number of the minimum of words that must belong
to a topic of a specific.sujet; fabula, or theme can be determined. In this way, an
empirical link between topics and qualitative concepts on the level of intension can be
achieved. We have to cencede here that such validation is much more complicated for
more complicated sujets or concepts of love. For different ideas of love, expected words
have to be articulated in advance. For fin amour in Luhmann’s terms, descriptions of
perfection, and expressions of admiration have to be expected in combinations with
articulations of being in love. For amour passion, descriptions and expressions of passion
as well as of feigning love are to be expected, for romantic love the singularity of the
love itself, and for love as companionship nouns that express or denote friendship and

descriptions of the reality of matrimonial and family live.

Irrespective of the practical difficulties for more complex sujets and themes, there are,
however, to our mind, critical shortcomings of this strategy if it shall be transferred to the
domain of literary studies: The presented type of evaluation has been developed within
and for computational linguistics according to its proper needs: "For our purposes, the
usefulness of a topic can be thought of as whether one could imagine using the topic in a
search interface to retrieve documents about a particular subject" (Newman et al. 2010).
This particular strategy has then been adapted to the specific domain of information
retrieval and relies on a rather restricted idea of the usefulness of topics. In the domain of
information retrieval, this strategy may be appropriate. In the realm of literary studies,

however, readers are more likely to adjust their expectations concerning aboutness to
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the presented lists of weighted topic words in a way that departs from the way they
would estimate the presence or absence of specific sujets or themes if they were not
confronted with topic word lists. Although the presented type of interpretive validation
seems to be promising, it does not guarantee that the validated topics are actually about
the respective sujet or theme, which is identified by close reading without looking at the

results of quantitative procedures. Therefore, external validation is necessary.

3. Validating annotations

The relation between the intension of a qualitative concept (such as amour passion)
and the practice of identifying and annotating the presence of that concept in literary
texts has to be clarified in an intermediate step. This clarification is not part of the
quantitative procedures and of operationalization itself. In many scenarios, however,
CLS cannot dispense with this dimension of validation (Schroter et al. 2021) and there
is the possibility of validating this relation. There is, however, further need for a
more systematic assessment of the methodologically controversial aspect of this type
of validation. It is not entirely consensual how aboutness is represented in terms of
reader response. Readers’ judgments with regard to the aboutness of literary works
are, as Piper 2015 points out, subjective in general and often arbitrary or idiosyncratic.
In such cases, there is, in statistical terms, high variance and low agreement between
readers, which cannot be ignored as mormal noise. As all people have different positions
in the world,!! Piper 2015 rightly stresses the a priori subjective character of readers’
judgments. If, however, judgments were completely arbitrary, reader response would
be the expression of totally private feelings but not a response to texts as existing
objects. From a pragmatic point of view, there are always fields of more consensual
descriptions and there are domains of wider spread and lower inter-annotator agreement.
Therefore, two further aspects have to be introduced. Firstly, the distinction between
the psychological and the hermeneutic side of reader response. Secondly, the scaling

from the intensional‘'subjectivity of single annotations to extensional intersubjectivity.

For the first aspect, the dimensions of epistemic genesis and epistemic validity have
to be distinguished. Concerning validity, aboutness is relevant either as a mental
representation in concrete readers or as an objective property of a text as an entity.
With regard to epistemic genesis, in contrast, aboutness is measured based either on
empirical reader-response analysis or expert judgement or technical procedures. This
dual distinction of validity and genesis is represented in table 2, which records proponents

and opponents of the possible positions.

Both objectivism and perspectivism are legitimate frames for different research interests.

However, objectivist interests necessitate reasonable and regulated annotations, whereas

perspectival interest makes sense only based on perspectival data. Perspectival data

11. This is what Davidson 2001, 39, calls the rational and unproblematic form of relativism in contrast
to conceptual and epistemological relativism.

12. We do not distinguish between the currently dominating nominalist version and the outdated
perspective based on a realism of universals, Stegmiiller 1969, XXI.
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rejected as ’psy-
chologism’ by Frege
2021 and Husserl

genesis validity empirical  reader- | hermeneutic reason- | technical procedure
response study ing

insight into the ob- | Mellmann and | Lamarque 2009 Carnap 1950 (cf.

ject itself!? Willand 2013 Schroter et al. 2021)

(objectivism) as proponents;

[1900] 20009.
insight into a per- | Piper 2015 relativist or con- | Underwood 2019
spective on objects structionist pro-
(perspectivism) fessional  reading,

Barthes 1971

Table 2: Modeling the difference between epistemic genesis and validity

can, for example, be extracted from contemporary reception documents such as reviews,
articles, diaries, or letters for historical cultures, or from annotations, interviews, or

surveys for present cultures.

Concerning the second aspect, that of transforming subjective and intensional reader
response to extensional and intersubjective judgments, things are different for the
relationship between objectivism' and.perspectivism. For both, it will be essential
to calculate the spread of inter-annotator agreement in order to assess the degree of
intersubjective consensus versus subjective arbitrariness. Under an objectivist interest,
the spread of inter-annotator agreement is a strong benchmark of validity of annotations.
Low agreement between annotators is problematic because it shows that the intension
of the concept that shall be annotated has either not been sufficiently clarified prior
to the task of annotating or that it is not clear in itself. Hence, a high spread should
lead to revising the intension and the rules of annotation. If inter-agreement cannot be

achieved, external validation will not be possible.

For perspectival modeling, in contrast, a low agreement between historical agents
indicates that the concept was not well defined in contemporary culture. In the specific
design of perspectival modeling (Underwood 2019), validating the historical perspective
concerning intensions is not necessary. It is, in general, not necessary if the meaning of
the historical perspectives does not need to be articulated in analytical terms of literary
studies. Validation is necessary, in contrast, if a historical practice or a quantitative
procedure or both shall be expressed in terms of literary studies. This is the case for

interpreting topic modeling as an approximation to sujet, fabula, and theme.

For operationalizing sujet, fabula, and theme as properties of texts and not as historical
perspectives based on topic modeling, an objectivist design is necessary. For sujet
and fabula, a higher inter-annotator agreement can be expected than for theme, which
highly depends on abstraction and imports of external theories (such as psychoanalytical
theory in the thematic claim d or historical materialism in claim f of section 2.1). For
abstract ideas such as different concepts of love within structurally complex thematic

claims, a sufficiently high agreement between annotators will require extensive training
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on foundational theories. For the validation study that we present in the final section,
the sujets of a rural surrounding and Romanesque environment as well as the idea of
romantic love were disambiguated, in case of the latter concept according to Luhmann

1982 (see section 2.2), and transferred into rules for annotating about 100 novellas.'3

4. External or extensional validation

The final and most important relation that has to be validated is that between the
extension of the qualitative concept and the extension of the quantitative procedure.
Hence, we shall refer to this type, which is sometimes called external validation in
linguistics (Gries 2008, 427), as extensional validation. Based on annotations (or, in case
of perspectival modeling, on reader-response analysis of reception evidence) as described
in the preceding section, the extension of texts with a specific sujet, fabula, or theme in
qualitative terms has to be provided and compared to the results of the quantitative
procedure. There is an important restriction to this type of validation. As Shadrova
2021 points out, the results of this type of validation cannot be generalized. This is
certainly true with regard to the inductive structure of empirical inference in general.
In our case, the results for extensional validation of the quantitative procedure for
operationalizing a specific sujet, for-example Romanesque setting, cannot be generalized
for the relationship between topic modeling and all sujets. Shadrova, however, over-
emphasizes this restriction. We maintain that it is possible to articulate systematic
hypotheses on generalizability based on specific empirical validations. Such hypotheses
have to be proved in subsequent case studies. Hence, we shall present an example for an
extensional validation and discuss possible generalizations in the conclusion of this paper.
Our case study is based.on our novella corpus and. Its results are recorded in table 3.
The disambiguated qualitative concept of the respective sujet or theme is recorded in
the first column, its translation into samples based on annotations, according to the
process of transforming intensions to extensions as elaborated in section 3, is recorded

in the second column.

A methodological issue arises as we have to relate a categorical variable (presence or
absence of a sujet, fabula, or theme) with a metric value of quantitative procedures.
Accordingly, there are two options: The weaker and easier option is to calculate the
share of the respective word list for the contrary groups based on annotation. According
to the distribution (mean and standard deviation) of the dominance of words of the
list in both contrary samples, a T-Test (here Welch’s t-test for samples with different
variance) is calculated. Its t-statistic and p-value are recorded in the third and fourth
column for scaled data. This first option is applicable in contexts of weak comparative
hypotheses. The stronger the difference for the share between the contrary samples, the
higher the probability that a high value for individual texts indicates that a text has
the respective sujet, theme, or fabula recorded in the first column. The second option is
more demanding and it is required in contexts, where the quantitative results, which are

in their very structure metric, can be interpreted categorically in a way that a threshold

13. The results are stored in the data folder in the code repository.
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or Italy’ (25) ver- | bedding
sus ’located else-

qualitative Annotated sam- | quantitative | t-test, t-| t-test, p-| classifica-
sujet, fabula, | ples (size) approxima- statistic value tion  (LR),
or theme tion accuracy
score
rural sur- | ’located in a vil- | topic no. 64 | 1.899 0.061 0.511
rounding lage’ (46) ver-
sus urban milieu | topic no. 38 | 1.233 0.222 0.404
(56) topic no. 28 | -0.556 0.580 0.399
list of words, | 2.962 0.004 0.616
based on em-
bedding
Romanesque | 'located either in | list of words | 5.542 5.448e-7 0.786
setting Spain, France, | based on em-

where’ (78)

a story featuring | topic no. 36 | -0.587 0.559 0.401
romantic love romantic  love | topic no. 47 | 2.951 0.004 0.627

(82) versus | topic no. 34 | 3.211 0.002 0.628

stories that are [ list of words | 3.871 2.107e-4 | 0.636

not love stories | based on em-

(36) bedding

Table 3: Extensional evaluation of rural:surrounding, Romanesque setting, and romantic love

facilitates classifying texts as having a specific sujet, fabula, or theme. For our examples,
we performed a classification task with the metric value of the topic share or the word
list share as the indepdentent predictor variable and the qualitative sujet, fabula, or
theme as the dependent predicted variable based on a logistic regression algorithm, with
cross-validation and a custom-made bootstrapping method with 10,000 iterations of
resampling, training, and calculating the accuracy scores for predications on a validation
set. For each sample of contrary subsamples of the same size, with the larger subsample
reduced to the size of the smaller subsample randomly, 80% of the documents were used
for training and the remaining 20% for validation. The final column records the accuracy
scores for predictions on the validation set. For comparison, we conducted a simple
bag-of-words based classification to set a baseline. The classification for annotated sets
of rural surrounding, Romanesque environment, romantic love are 0.401, 0.400 and 0.540

for the 5000 most frequent and tf-idf normalized words as features, respectively.!

For the statistical significance of the hypothesis that both samples are from different
populations (which means that texts with a specific sujet, fabula, or theme are different
from texts without that sujet, fabula, or theme) as well as for the results of the
classification task, we see that the candidate topics selected from our topic model
performs better than the baseline of classifying annotated samples based on a document
term matrix of the 5000 most frequent tf-idf normalized word types but worse than our
generated word lists based on word embedding. In a future study, we shall address the

methodological ground for such embedding-based lists. With regard to our theoretical

14. All details of the significance test and the classification are documented in the code repository.
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discussion in section 2, we can understand why the Romanesque setting based on a list
generated by word embedding has the best performance and why no candidate topic
word for this sujet could be generated. Words that indicate Romanesque surroundings do
not appear with sufficient frequency and equal dispersion in the texts concerning topic
modeling. If such words (for example, named entities of cities and regions) appear in a
text, however, these words are highly specific to and indicative of a Romanesque setting.
Also for romantic love, the embedding-based word lists outperform topic modeling. For
rural surroundings, the best candidate topic has the same performance as the embedding-
based word list. If two sufficiently large annotated validation samples were available, a
more refined strategy would be advisable. The first sample could be used as a test set
in a grid search for optimizing parameters such as the total amount of topics, length of
chunks, and hyperparameters of the algorithm itself. According to the results of the
grid search, candidate topics with the best performance in the discussed classification
task can be identified. With the second set as a validation sample, the optimized topic

model could be validated as discussed in this section.

Against this proposed strategy of extensional validation, one could object that the
aboutness of texts does not have to correlate with high dominance of specific topics.
With regard to sujet, this objection canrbe appropriate because it can be necessary
for local sujets to calculate the share.of topic dominance not for whole documents but
only for specific segments. In general, however, this objection amounts - intentionally
or unintentionally - to the claim that topic modeling would be completely irrelevant
concerning aboutness. If this'objection holds true, the dominance of specific topics for
singular documents would not have any meaning. It was the aim of this paper, however,
to provide the ground for strategies that allow proving whether there is such a meaning

of the dominance of topies with regard to the question of what texts are about.

5. Conclusion

This paper has a methodological impact as well as an empirical result: With regard to
the first, we claim that it is common practice in CLS to distinguish between thematically
interpretable and uninterpretable topics. This dichotomy of interpretability versus non-
interpretability has two weaknesses: Firstly, it is imprecise because our disambiguation
demonstrated that 'theme’(from Jockers 2013) often means ’fabula’ or ’sujet’ and that
both notions refer to different types of textual properties. The second weakness is that
it has not yet been validated whether topics really approximate specific sujets, fabulae,
or concepts within thematic claims. In this paper, we maintain that validation is not, as
methodological discussion in CLS suggests so far, either internal or external. It is rather
located on a relation between (a) the intension and (b) the extension of a qualitative
concept and (c) a quantitative procedure. On each relation of this triangle, conceptual
clarification, explication, and operationalization are important methodological units and
are interlinked with different tasks of validation. Hence, we do not claim that everything
is validation or that validation is everything, but, rather, that validation pops up at all

three relations of a holistic research design. Disambiguating different forms of aboutness
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is necessary and limiting oneself to specific aspects (such as certain sujets) is useful
because quantitative procedures are expected to behave unequally to different sujets,
fabulae, and themes so that different forms of aboutness need different operationalization

and individual validation.

Although singular validation results cannot be generalized in a simple way and without
further empirical proof, our illustrative example in the fourth chapter can serve as a
starting point for generalizations that have to be proved in forthcoming studies. Based
on rational reflection and the results of our case study, we expect sujet to be better
operationalizable with topic modeling than fabula, and fabula to be operationalized in

specific cases such as seafaring or Western as sujet. Such cases may be well operationalized

because of their homogeneous setting, which is linked with fabula according to genre rules.

In such cases, it is rather sujet than fabula that is represented by word lists. With regard
to theme, only the isolated abstract concepts that have a basis on the level of sujet or
fabula in a text (such as love) can be expected to be operationalized with word lists. We
suggest that the practice of operationalization should be regarded as a recursive process
that repeatedly compares the intension of the qualitative concept with the internal
structure of the quantitative procedure and adjusts the parameters of that procedure
based on such comparison. Therefore, one of our potential future works is to test LDA
with different parameter settings and.also to test more advanced quantitative methods
such as Deep Neural Networks-based topic models (Zhao et al. 2021) or state-of-the-art
language models, to find out whether more complex aboutness-claims in literary corpora

could be operationalized.

In technical terms, topic modeling reduces the dimensions of a document-term matrix of
a corpus. Internal validation with reference to the intension of the qualitative concept
is the most common-and often an appropriate form of validation in computational

linguistics. However, as we discussed in the paper, only some of the topics can be used

as the representation of a small part of the distribution of aboutness in literary corpora.

In CLS, internal validation can be useful but it is not sufficient because it does not
guarantee that topics are capable of identifying texts that have the respective sujet,
fabula, or theme from the perspective of hermeneutics. Our results for the extensional

validation support this suspicion.

The empirical result is that, based on extensional validation, topic modeling did not
perform with statistical significance in all cases. However, the calculated t-statistic has a
positive value for all but one candidate topics, which implies that topics mostly indicted
the expected tendency. From this empirical result, we can draw several hypothetical
generalizations. We assume that topic modeling is not able to identify aboutness for all
sorts of sujet, fabula, and theme in a strict sense. A two-step validation strategy based on
two different annotated validation samples and a grid search for optimizing parameters
could, however, yield better results for topic modeling in future research. As the
discussion of conceptual intension and interpretive validation in section 2 demonstrated,
it is hardly possible to generate promising topics as approximations to sujets such as

Romanesque setting. For other sujets that have promising approximations as topics,
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the method performs more poorly than the method generating lists based on word
embedding. As simple word lists with equally weighted words are less complex than
topics with differently weighted words, this result may be astonishing. Based on analytic
reasoning and for the sujet of a Romanesque surrounding, however, this result comes as
no surprise. Whereas existing studies examined the applicability of topic modeling in
different domains (e.g. Navarro-Colorado 2018), we applied it to the domain of narrative
fiction and come to the preliminary conclusion, that in the realm of analyzing aboutness
topic modeling may be most appropriate to operationalize fabula related sujets such
as Western or Seafaring because of the homogeneity of setting-references and the high
frequency of these references. Non-fabula based sujets such as location in a specific
cultural environment may be operationalizable with dictionary or word-embedding based
word lists. These results do not reduce the applicability of topic modeling for domains
different from aboutness, for example for analyzing historical (Lee 2019) or philosophical
(Nichols et al. 2018) discourses. Therefore, we do not share Shadrova’s general scepticism
againt the non-generalizabilty of topic modeling. If the statistical characteristics of
each quantitative procedure are taken into account and related to the terminological
definitions of philological notions of fabula, theme, and sujet, there is new epistemic
ground for articulating hypothetical generalizations of the particular empirical results of
validation studies. If these hypothetical -generalizations can be proved in further studies,
stronger empirical evidence for the appropriateness of specific quantitative procedures

for analyzing general types of aboutness can be gained.
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6. Data availability

Data can be found here: https://github.com/julianschroeter/19CproseCorpus

7. Software availability

Software can be found here: https://github.com/julianschroeter/evaluating_t

opic-modeling_for_sujet_and_theme
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Abstract. In this paper, we introduce a new computational narratology approach to
modeling plot. It is based on events, or, more precisely, on the narrativity of event
representation at the level of discourse, or the how of narration. For presenting the
approach, we first discuss the notion of event in narrative theory and its relation to
narrativity and plot. We then show how events and narrativity are operationalized
in accordance to these assumptions as discourse phenomena. In the last section, we
optimize the parametrization of our narrativity graphs by relating them to summaries and
thus relating the how to the what of narration in order to account for a comprehensive
notion of plot.

1. Introduction

In narrative theory events are conceived of as the constituents of narratives, i.e. the source
ingredient from which narratives are built. Events are therefore considered the smallest
units of narrations. Accordingly, models for the so called ‘narrative constitution’ explain
the genesis of a narrative based on events. These models describe how events are turned
into the text of a narration with a series of (idealized) processes such as permutation
and linearization. In this contribution, we discuss the possibility to represent plot on
the base of events. Our computational narratology approach to event annotation has
already been automated (cf. Vauth, Hatzel, et al. (2021)) as well as adapted by (Chihaia
2021) for the analysis of the representation of the Mexican State of Sinaloa in newspaper
reports. Here, we elaborate on the theoretical background of our operationalization and
optimize our parametrization for future applications for text analysis. We consider this
to be a strongly discourse-based, and thus easier to implement, alternative to the recent
and important outline of narrative theory and NLP by Piper, So, and Bamman (2021).

At the center of our efforts is the operationalization of the event concept in narrative
theory. We aim at implementing it for large scale text analysis by building a step by
step procedure from the determination of events in narrative texts to their subsequent
application for the analysis of narrativity and plot. The presented work involves two
separate, but connected steps: First, we outline the concept of events, and the possibility
of modeling plot based on events against the background of narratological assumptions
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and then operationalize events and narrativity. This results in the convertibility of the
annotations of these narrative micro phenomena to narrativity graphs that encompass
whole texts. Second, we present procedures for optimizing this approach, again by
relying on narratological assumptions, especially about narrativity, tellability and plot.
We consider narrativity as a property of events and event chains. Tellability, which is
a narratological concept used to assess the degree of narrativity of a text passage, we
quantify via text summaries as reception testimonies and thus transform narrativity
structures into plot representations. In doing so, we model plot as defined by i) the
degree of narrativity of events and their representation as graphs over the text course
and ii) as a the most tellable event sequences of a narration.

Our focus on the representation of eventfulness in the events and thus on the discourse
level of narrations differs from many current approaches tackling events, narrativity or
plot in one of these two regards: While many approaches model plot or narrativity by
approximation via other variables (such as sentiment as in Jockers (2015) or function and
“cognitive” words in Boyd, Blackburn, and Pennebaker (2020)) we address narrativity as
a feature of representation, and thus address it directly, and build our operationalization
of plot on top of that. Secondly, we do not rely on readers’ inference in a first place or
for evaluation purposes, but instead start with textual properties and only use reader
based information in a subsequent step for optimizing the approach.

2. Modeling Plot by Narrativity of Events

2.1. Events as Basic Units of Narrative

In narratology, an event is typically described as “a change of state”. Moreover, events
are considered the “the smallest indivisible unit of plot construction”” (cf. Lotman 1977,
p- 232) and “one of the constitutive features of narrativity” (Hiithn 2013, p. 1). The
way events are organized into narratives is commonly described in models of narrative
constitution relating the fictional world (i.e., the what of narration) to its representation
in the text (i.e., the how of narration). These two levels of narratives have been introduced
in the 1920s by Tomasevskij and other formalists. Since then, they have been addressed
in a variety of — partly even contradictory — terms: among the most prominent ones are
fabula/sjuzet (Tomasevskij 1971), histoire/recit (Genette 1980), and story/text (Rimmon-
Kenan 1983).! Whereas these terms refer to models of narrative constitution with two
levels, some of the models of narrative constitution define even further differentiate
the histoire (what) or the discours (how). For example, Stierle (1973) and Bal (1985)
both introduce three levels and Schmid (2008) proposes even four levels of narrative
constitution. Regardless of the number of levels assumed and their specific conception,
all models of narrative constitution are — at least implicitly — based on events. Therefore,

events can be seen as a core element in narrative.
Nevertheless, up to date only very few approaches in computational literary studies

1. For a more comprehensive overview of the variety of terms and differences in scope cf. Schmid (2008,
p- 241), Martinez and Scheffel (2016, p. 26) and Lahn and Meister (2013, p. 215).
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have addressed the narratological understanding of events in an adequate manner. This
is probably due to their granularity and ubiquity as well as the conceptual challenges
connected to events. Since events in narratology are seen as a sort of atoms of narrative,
they are difficult to tackle both pragmatically and conceptually. Pragmatically, event
analysis is a question of resources: Analyzing events means identifying and classifying
a presumably large number of segments in possibly many narratives in order to be
able to make qualified statements about events. While the concrete labor connected
to such a manual analysis would be less of an issue for automated approaches, there
the conceptual fuzziness is a so far unsolved problem. Therefore, also approaches for
automated event recognition are still little developed in computational literary studies
(and probably also beyond). An exception are Sims, Park, and Bamman (2019) and
the implementation in Bamman (2021). In their overview Sims, Park, and Bamman
(2019, p. 3624) point out that event detection in literary texts so far focuses on characters
and their relations or on the modeling of plot through sentiment. In natural language
processing of non-literary texts, by contrast, there is long tradition of analyzing events
based on an understanding of events that is not or only partly related to a narratological
understanding. These NLP approaches are focused on extracting events according to
semantic categories (e.g., the automatic content extraction task, cf. Doddington et al.
2004, Walker et al. 2006) or identifying possibly relevant events from texts, whereas in
our view a narratology-based approach should include aspects beyond that. Especially
the belonging of events to both/histoire and discours results in the conceptual challenge
that should be tackled for a wider engagement with events in computational narratology.

It is exactly the relation to histoire and discours that led the Hamburg Narratology Group
to distinguish events with regard to their features and functions in event I and event II.
As Hiihn (2013, par. 1) elaborates, event I is any change of state and thus a general type
of event without further requirements, whereas event II is an event that needs to satisfy
certain additional conditions. While the presence of an event I can be determined by
its — explicit or implicit — representation in a text, an event II has additional features
that need to be determined with “an interpretive, context-dependent decision”. These
features differ in detail but they typically are related to qualities such as relevance,
unexpectedness or other kinds of unusualness of the event in question (cf. Table 1 for
features of events).
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anthropomorphic agent

state(s)
process in time
change of state
intentional
unexpected

physical
mental

event I features | additional features for event II

Prince (2010)
Ryan (1986)

Ryan (1991)

Martinez and Scheffel (2016)

Lahn and Meister (2013)

Schmid (2008)

Stative Event
Active Event

—~~
X
~

Change of physical state
Mental act

Happening

Action

Happening

Action

Happening

Event

Change of state

X X X X X X X X X X X X
X X X X X X X X X X X
X X X X X X X X X X

Event

Table 1: Features of events in narrative theory

The differentiation between event I and II also is connected to two distinct definitions
of narrativity: “The two types of event correspond to broad and narrow definitions of
narrativity, respectively: narration as the relation of changes of any kind, and narration
as the representation-of changes with certain qualities” (cf. Hithn 2013, par. 1). The
latter goes back to Aristotle’s characterization of plot of tragedies by a decisive turning
point and is also present in Goethe’s conception of the novella as based on an unheard-of
occurrence (“unerhorte Begebenheit”). The description of event II narrativity as “the

representation of changes” also highlights the representational character of events.

2.2. From the Representation of Events to Narrativity - and Plot

As we have pointed out, in narrative theory, events are not only considered constituents
of narratives, but they are also connected to their narrativity. Additionally, they are
connected to representationality. Our event-based approach to modeling plot builds
on these aspects, i.e., the constituency of events, their relation to narrativity and their
representational character in texts. For this, we focus on the discourse level, or the how
of narrations and not, as most approaches do, on the story level, or what of narrations.
From a narrative theory perspective, with this we tackle an important aspect of plot
that is typically overlooked, even though it is implicitly and explicitly addressed in the
definition of plot:

The term “plot” designates the ways in which the events and characters’
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actions in a story are arranged and how this arrangement in turn facilitates
identification of their motivations and consequences. These causal and
temporal patterns can be foregrounded by the narrative discourse itself or
inferred by readers. Plot therefore lies between the events of a narrative on
the level of story and their presentation on the level of discourse. (Kukkonen
2014, par. 1)

The foregrounding of the narrative discourse and the representation of events on the
discourse level described by Kukkonen (2014) is what we try to tackle with our ap-
proach. Besides the goal to complement the approaches that focus on story aspects
and thus provide a theoretically more comprehensive understanding of plot, it is also a
decision driven by pragmatic reasons. While there is a variety of more or less structured
conceptions of how narratives are build out of defined (story-related) elements, none of
these provides an understanding of narrative construction that can be operationalized
for possibly general purposes. Not only is Propp’s Morphology of the Folktale focused on
the very specific area of (Russian) folktales. Also supposedly general approaches like
Greimas’ actantial model, Bremond’s narrative roles or Pavel’s move grammar are based
on rather schematic assumptions about narrations. If implemented more generally, a
considerable amount of interpretatory work is necessary in order to detect features qual-
ifying as general structural elements of narratives, just as for Levi-Strauss’ structuralist
theory of mythology and the identification of “kinship”. Even though there might be
a way to make these — in the widest sense: structuralist — approaches applicable, their
operationalization is certainly not a straightforward task. For being able to apply any
of these concepts of narrative construction in an automated and comprehensive event-
based approach to plot, first a clearer idea on how events are combined into narratives

would have to be developed on their basis.

Therefore we consider it not yet feasible to generally address plot by building on story
world related features. Instead, we focus on the easier to grasp representational aspect
of events in narratives. Models of narrative constitution like the one by Schmid (2008)
describe the way events are turned into their representation in the narrative texts. As
Schmid points out, within the narrative constitution model it is these very texts that
are the only accessible level and from which the underlying levels belonging to the
histoire of narrative need to be inferred. Since the analysis of textual phenomena is
easier to implement than the analysis of underlying semantics, or even story world
knowledge, we consider it reasonable to focus on the textual representation of events.
Even more so, because the analysis of events is a starting point for further analysis. Thus
the event analysis needs to be as solid as possible in order to reduce perpetuating (or
even multiplying) of errors in the subsequent steps. Therefore, there is a theoretical
reason for designing our approach based on the textual representation of events. This
takes into account narrative theory and its focus on textual representation of narratives

and its interference with the narrated world or plot.

The core phenomenon here is narrativity, which is, as we will show, our approach to

the modeling of plot. Narrativity is, again, a narrative theory term that is employed in
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a variety of senses. All notions can be described as concerning the “narrativeness” of
narrative(s) (Abbott 2014) and they can be grouped by their usages into two understand-
ings: Narrativity is either understood as a kind of essence of narratives or as a quality
narratives have in comparison to other narratives (or within them). This means that
narrativity can be understood as a general phenomenon of narrative (as distinct from
argumentation, description, etc.), or as something that particular narratives display and
that can be determined by comparing them to other narratives. Therefore, the narrative
theory discussion about narrativity can be put, as Abbott (2014, par. 5) says, “under
four headings: (a) as inherent or extensional; (b) as scalar or intensional; (c) as variable
according to narrative type; (d) as a mode among modes”. In other words, while (a) is
concerned with the question of narrativity as such, the other three are more interested in
discerning specific characteristics of narrativity within or between texts.

From an operationalization perspective, the latter are the more interesting notions since
they can be used for classifying or clustering narrative texts. When implementing a scalar
understanding of narrativity (b), one would typically be interested in the degree of
narrativity of texts, whereas the classification of texts according to narrativity features (c)
may be helpful for identifying subgroups of texts like genres, and an operationalization
of narrativity as a mode (d) could look at the share of narrative passages in a text (or
more texts). As we will discuss in thenext section in more detail, our approach is based
on the concept of narrativity as scalar property. Moreover, it is designed as a heuristic
both for approaches based on an tinderstanding of narrative as (c), a variable, and (d),
a mode.

While none of these narrativity conceptions addresses plot in a first place, there is a
connection between events.and narrativity described in narrative theory that opens
up the possibility of modeling plot based on events. As already discussed, the two
event types introduced:by Hiithn (2013, par. 5) are connected to specific understandings
of narrativity. Events.I clearly relate to Abbott’s concept of narrativity as (a) inherent
property of narrative texts since the mere fact that a text consists of events I makes this
text a narrative texts. The connection between event types and narrativity concepts
(b)—(d), on the other hand, can certainly be connected to the analysis of events II. It seems
reasonable to infer from the quality and quantity of events II to narrative properties of
texts and thus use events II for the operationalization of narrativity. But also events I
can be used for this, if operationalized in an adequate manner. This is important for
our approach, because the building on events I enables us to focus on representational
aspects and to ignore story related aspects (as well as extratextual information) that

would be needed for event II analysis.

The prerequisite for building an understanding of narrativity as property “integral to
a particular type of narrative” (Hiihn 2013, par. 5) without direct reference to events
I is the possibility to identify only certain events I as relevant. Here, the concept of
tellability provides a possibility to operationalize the way events are “ foregrounded
by the narrative discourse itself”(Kukkonen 2014, par. 1) and thus to relate events I
to plot. Tellability, just like plot, is not only connected to story, but also to discourse:
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“Tellability [refers] to features that make a story worth telling, its ‘noteworthiness.” [...]
The breaching of a canonical development tends to transform a mere incident into a
tellable event, but the tellability of a story can also rely on purely contextual parameters
(e.g., the newsworthiness of an event). [...] Tellability may also be dependent on
discourse features, i.e., on the way in which a sequence of incidents is rendered in a
narrative”. (Baroni 2012, par. 1) This possibility of defining tellability with regard to the
very representation of a narrative enables us to focus on event I. This is an alternative to
the concept of narrativity developed by Piper, So, and Bamman (2021, p. 3) (“Someone
tells someone somewhere that someone did something(s) [to someone] somewhere
at some time for some reason”). While we consider their definition of narrativity
helpful for furthering computational approaches, it entails the development of a series
of approaches (to characters, time, place, action, representation mode, etc.) that need to
be combined into one approach before being applicable as narrativity analysis. On the
contrary, our approach is more straightforward to apply since it is directly based on the
representation of events and their narrativity. On the long run, both approaches should
be combined.

We will now show how we put into practice our approach to modeling plot based on

events and their narrativity.

3. Operationalizing Events and Narrativity

3.1. Narratological Operationalization of Events

Our approach to the annotation of events considers events as “any change of state
explicitly or implicitly/represented in a text” and is therefore based on event I which is
“the general type of event.that has no special requirements” (Hiithn 2013, par. 1). In our
operationalization we further differentiate between event types in order to provide for
narrativity analysis and we classify the events according to their representation.

The differentiation of event types is based on the first three event criteria listed in Table 1,
namely being a state, a process in time and a change of state. Being a state as well
as being a process in time are typically considered prerequisites for changes of state.
Since Prince also introduces the notion of a stative event (which is neither a process
nor a change of state), we consider it sensible to use all three criteria and base three
different event types on them: states, processes in time and changes of state. With this
more fine-grained solution we can incorporate more theoretical positions in our event
operationalization such as the one by Prince (2010) or the consideration of processes
of speaking, thinking and movement which are often not considered event candidates.
Moreover, we also provide a possibility to distinguish different levels of narrativity
according to the three event types. Changes of states have the highest level of narrativity,
processes in time have lower and states lowest narrativity. We additionally introduce
non-events as category for enabling the comprehensive annotation of texts.?

2. Cf. Vauth and Gius (2021) for a detailed annotation guideline.
3. We also use additional properties derived from the criteria in Table 1 and additionally determine whether
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The annotation is guided by the explicit representation of these event types in finite
verbs, i.e., the question whether the verb points to a state, a process or a change of state,
or none of these in the fictional world. The annotation units are defined as minimal
sentences including all words which can be assigned to a finite verb. Thus, there are no
overlapping annotations. The determination of verbal phrases as annotation units and
the finite verb as central also entails that the change of state needs to be expressed in a
single verbal phrase.

The four event categories are determined as follows (examples are taken form Kafka’s
Metamorphosis):

1. ‘Changes of state’ are defined as physical or mental state changes of animate
or inanimate entities as for example “Gregor Samsa one morning from uneasy
dreams awoke”.

2. ‘Process events’ cover actions and happenings not resulting in a change of state
(e.g., processes of moving, talking, thinking, and feeling) as for example “found
he himself in his bed into a monstrous insect-like creature transformed”.

3. ‘Stative events’ refer to physical and mental states of animate or inanimate entities
as for example “His room lay quietly between the four well-known walls”.

4. ‘Non-events” have no reference to facts in the story world and typically comprise
questions or generic statements or counterfactual passages as for example “She
would have closed the door to the apartment”.

With this operationalization, we implement a discourse based approach to events that
includes the narrativity of events. From a narrative theory perspective, our approach
connects events to plot by basing the event identification on narrativity. Moreover, we
focus on the discourse level and most importantly, we annotate neither linguistically
nor do we make assumptions about facts in the narrated world beyond the facts rep-
resented in the event in question. It is rather the representation of the story and thus
the representation of eventfulness in discourse that is being tackled by this approach.
This becomes obvious when looking at one of the examples above: While “found he
himself in his bed into a monstrous insect-like creature transformed” relates certainly to
the most impactful change of state of the whole Metamorphosis (i.e., the metamorphosis
of Gregor Samsa into an insect), it is here only represented as a process of perception
(of a change of state). This example illustrates our focus on event representation and an
important advantage of this approach: We avoid the relatively strong interpretations
necessary when primary relating to the story world ‘behind’ its representation in the
narrative. With our event type annotations, we do not want to decide whether Gregor’s
physical transformation is a fact in the narrated world, but stick to its representation as
perception (and thus take seriously that Kafka integrates a decisive ambiguity into the

events are irreversible, intentional, unpredictable, persistent, mental or iterative (cf. Vauth and Gius (2021)
for the comprehensive description of the annotation categories and tagging routines). This is not discussed
here since it is directed towards event II detection and integration of (more) story world knowledge in possible
further steps and thus beyond the scope of this contribution.
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beginning of his novella).

Additionally to this discourse orientation, our approach to annotate the whole text
implements the narrative theory understanding of events as basic elements of narratives.
Therefore, our approach is suitable for testing the assumptions of narrative theory with
regard to their applicability. From a quantification perspective, our conception of events
as scalar with regard to their narrativity, together with the complete annotation of texts,

enables us to further compute our event annotations.

3.2. Representing Plot as Narrativity Graphs

The annotations of event types are used to model the narrativity of a text as timelines
and by that its plot. To do this, we use a scaling of the narrativity of our event types
and a smoothing procedure. Scaling and smoothing are also used to optimize the plot
modeling in section 4. For this reason, we present both operationalization steps briefly.

3.2.1. Narrativity Values

As already discussed above, we implement a scalar notion of narrativity. This is real-
ized by assigning each of the four event types a narrativity value. In doing so, every
annotation and by that every text span.gets a narrativity value. Beyond implementing
the underlying theoretical assumptions about the narrativity of the event types, this
also allows to compute the event annotations. From a statistical perspective, categories
should only be transposed into numbers if that can be done in a meaningful way. In our
case, we have an obvious ranking of categories. The rank starts with no narrativity for

non events and extends tohighest narrativity for changes of state.

Since the determination of an absolute value of the event categories is a bit less obvious,
we used predefined narrativity values for a first exploration:

e Changes of states: narrativity value 7
e Process events: narrativity value 5

e Stative events: narrativity value 2

e Non events: narrativity value 0

These values represent not only our intuition about the relevance of the event types
for a text’s narrativity, but are also oriented to the discussion about description and
narration as text modes with different narrativity (Herman 2005). Nevertheless, it is an

open question if these values are appropriate.

3.2.2. Smoothing

The concepts of narrativity in literary studies do not describe micro phenomena on word
or sentence level, but rather larger text passages in the size of a couple of paragraphs

and beyond. Due to that, we use a cosine weighted smoothing approach to model
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Smooth Narrativity Value 3.66
5
0.6 21
Weighted Smoothing Window
0.2 0.2
Event Type Narrativity Value 2 2 5 7 2 5 0 5 0
Event Annotations in Text Course | Event 1 | | Event 2 | | Event 3 | | Event 4 | | Event 5 | | Event 6 | | Event 7 | | Event 8 | | Event 9 |

Figure 1: Illustration for the cosine weighted smoothing with a smoothing window of 5 events.

the narrativity of longer text passages. With this, the smoothing process generates
narrativity values that can be used to draw an interpretable timeline graph, representing
the narrativity in the text’s course or, to use the terminology of narratology, in narration
time. Figure 1 shows how we compute a smooth narrativity value for each event. Due
to the cosine weighting, for the computation of the smoothed narrativity values the
unsmoothed narrativity values (Event Type Narrativity Values) of the events in the
outer parts of the smoothing window are included to a lesser extent. In doing so, we
assume that context influences the narrativity of a text’s passage, but that this influence
diminishes the further away the contextual events are.

As for the scaling, the size of the smoothing window is an operationalization decision
that can be used for optimization. For our exploration we set the value of the window
to 100, assuming that passages of 100 events (i.e., verb phrases) are a reasonable size
with regard to narrativity.

3.2.3. Evaluation by Exploration

In anonymized_2, we evaluated our narrativity timeline graphs by simple exploration
of the graph’s peaks. As discussed above, the values of the event types were set to 0, 2,
5, and 7, and the smoothing window covers 100 events. Figure 2 shows that the highest
peaks of the timeline representing the narrativity in Franz Kafka’s Metamorphosis are
located in text passages where we find actions that are somehow related to the event II
concept. At least, it would be reasonable to say that these passages are central for the
development of the plot. Therefore, this explorative evaluation indicates that narrativity
graphs have the potential to model a narrative’s plot as timeline and can detect eventful

text parts.

4. Optimizing Narrativity for Plot Representation

Our main idea for optimizing the narrativity graphs in their capability to model plot is

a quantitative comparison to the text passages that are mentioned in summaries of the
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Figure 2: Peaks in Franz Kafka's The Metamorphosis as an Evaluation by Exploration
(anonymized_2). The annotated Peaks are:
1. After the metamorphosis, Gregor exposes himself for the first time to his family and
colleague.
2. Gregor leaves his room, his mother loses consciousness, the colleague flees and his
father forces him back into his room.
3. Gregor's father throws apples at him. Gregor gets seriously wounded. Escalation of the
father-son conflict.
4. Three tenants move into the family’s flat.
. Gregor shows himself to the tenants, who then flee.
6. Gregor dies.

[$,]

annotated texts. With this, we canidimprove our graphs as plot representations which
represent the degree of narrativity of events over the text course and highlight the most
tellable event sequences of a narration.

This approach is based on the.assumption in narrative theory that narrativity and
tellability are strongly related. At the same time, we use this procedure to test whether
our approach of modeling narrativity on the basis of event representation is suitable also
from a story-related notion of narrativity and can thus be considered a comprehensive
approach. This is because the summaries should primarily refer to the level of histoire
and not consider the mode of representation.

For optimization, we used four manually annotated German texts: Das Erdbeben in Chili
by Heinrich von Kleist, Die Judenbuche by Annette von Droste-Hiilshoff, Krambambuli
by Marie von Ebner-Eschenbach and the already mentioned Die Verwandlung by Franz
Kafka.

4. Setting

41.1. Resources to Optimize Narrativity Graphs

Our first approach was to base our optimization on summaries by expert readers. For
this purpose, we collected summaries written by literary scholars and published in the
Kindler Literatur Lexikon (Arnold 2020), the most popular encyclopaedia for German
literature. However, when reviewing these summaries, it became apparent that a high

proportion of them consisted of interpretative passages and comments on the text, and

the very summary of the texts was only a small part that also varied in its realization.

Because of that, these expert summaries were inappropriate for our purpose to model

JCLS, 2022, Conference 1

331
332
333

334
335
336
337
338
339

340
341
342
343

344

345

346
347
348
349
350
351
352



CONFERENCE Towards an Event Based Plot Model

plot.

As a second attempt, we collected summaries of our manual annotated stories from
Wikipedia. These summaries turned out to be more focused on the text’s plot. Still, we
noticed that some of these summaries seemed to place an arbitrary emphasis on the
summarized parts of the stories. Therefore, it is not reasonable to assume that these
summaries only focus on the most tellable happenings.

To compensate for the randomness of a single text summary, we finally had students
write summaries for four of our manually annotated texts. The work assignment was:

e Read the selected primary text.

e Write as simple a summary as possible.

e Summarize the main events of the text from your point of view.
e Do not use any aids but the narrative itself.

e Do not write more than 20 sentences.

By that we received between 9 and 11 independent summaries for each of our four
texts. Based on these we could now evaluate which passages of the stories have been
mentioned frequently, also assuming that those passages that have been mentioned by
more readers display a higher degree of tellability.

41.2. Annotation of Summaries

To measure the frequency.and by that the tellability of text passages, we annotated the
text spans referred by a summary for each sentence of the summary. For this, only
the sentences that refer to clearly identifiable happenings were taken into account. For
example, a sentence like “Kafka’s Metamorphosis tells the story of Gregor’s expulsion
from the civilized world” is a too general summary, while the reference of a sentence like
“Gregor is wounded by his father” can be located in the narrative without any problems.

Figure 3 shows the annotations of summaries for the four summarized texts. The
shortest of these texts, Krambambuli, has a length of about 25,000 characters, while the
longest, Die Verwandlung (“The Metamorphosis”), has a length about 120,000 characters.
This has an impact on the summaries and their usage for our optimization task. As
Figure 3 shows, many summaries of the two shorter texts, Erdbeben and Krambambuli,
refer to relatively large parts of the narratives. In the shorter texts, however, the multiple
mention of an event is not a strong indication that these are particularly tell-worthy
passages. It is simply caused by the fact that large parts of the texts are mentioned by all
summaries. For the optimization of the narrativity graphs, however, it is important that
the summaries are as selective as possible, because in the next step we will determine
how many summaries refer to the same events.
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Figure 3: Summary Annotations in Text Course
ERDBEBEN 26000 VERWANDLUNG
300 1
" . " 1500 -
g0 |
[ @ 1000
. B . N
100 500
.. = B
0 2 4 6 8 10 0 2 4 6 8 10
JUDENBUCHE 400 KRAMBAMBULI
n 1000 - " 300 -
2 2
C [
g . g 200
g 5.
100
j] .| — —
) 2 4 6 8 10 0 1 2 3 4 5 6 7 8
Summary Frequency Summary Frequency

Figure 4: Summary Frequency per Event. With this Figure for each event annotation the number
of summary mentions is counted.

41.3. Optimization Method

Our optimization approach is based on the comparison of the event-based narrativity
graphs that we presented at the end of the last section with the tellability scores of
individual text passages quantified based on the summaries. For this purpose, we
determined for each event annotation (subsection 3.1), in addition to the smoothed
narrativity value, in how many summaries the event is mentioned. This resulted in
a tellability value for events defined by the number of summaries in which the event
in question is mentioned. With this, narrativity and tellability values are available for
the entire text, and their correlation can be tested. For optimization, we adjusted the
narrativity graphs or the generation of the narrativity values in such a way that the
correlation between narrativity and tellability is as high as possible. However, given the
assumption that tellability is connected to high narrativity it is particularly important
that the passages with high tellability values are also assigned a high narrativity value.

For finding a setting that possibly raises the correlation of narrativity and tellability,
we adjusted the narrativity scaling on the one hand and the size of the smoothing
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Figure 5: Narrativity Timelines for Kafka's'Metamorphosis as an example for the impact of
smoothing and event type scaling

windows on the other hand. Figuire 5 shows with two different smoothing windows and
four different event type scales that the structure of the narrativity graphs is especially
affected by the settings for the size of the smoothing window. For example, a comparison
between the timelines in Figure 5a, 5b, 5c, and 5d, shows considerable differences from
character 40,000.to 60,000 between the graphs on the left (smoothing window 20) and
those on the right (smoothing window 100). In certain passages, also the change of
narrativity scales influences the graph.

Figure 6 indicates a relation between the frequency of event mentions in different sum-
maries and its narrativity. The depicted heat maps show the relation of narrativity values
and summary frequency for each constellation of smooting window and narrativity
value shown in Figure 5. Due to the changing event type scales, the narrativity values
differ from Figure 6a, to 6b, 6¢ and 6d. The summary frequency is in all subplots of
course the same. For all eight heat maps a tendency that frequently mentioned events
have a relatively high narrativity value is visible. At least, the events which get men-
tioned in more than five summaries have a narrativity score higher than the overall
average.

At the same time, the share of frequently mentioned events is comparatively small. This
is relevant for our optimization method. Because the proportion of frequently mentioned
events is so small, they have little effect on the correlation measurements we use for

optimization. Instead, the predominant number of not frequently mentioned events

JCLS, 2022, Conference 14

403
404
405
406
407
408
409

410
411
412
413
414
415
416
417
418

419
420
421
422



CONFERENCE Towards an Event Based Plot Model

Smoothing Window: 20 Smoothing Window: 100
0.88 - 20
0.85- —
0.82- —
15 0.79 15
— 9.76 —
S— " 007§ - "
105 0.68 - 10§
@GS — &
0.59 -
N .
2 —
' | | ' | -0 0.47 ' ' | | ' | -0
4 5 6 7 8 3 4 5 6 7 8
Summary Frequency Summary Frequency
(a) non_event = 0; stative_event = 1, process_event =1, change_of_state =1
Smoothing Window: 20 Smoothing Window: 100
1.96- 17-
, 163
181 2 156 - %
215 18 2
S 151- 42
T 136 - e 15 1.35 M
9 128 -— 20y
212 — £ 13 £
2 -0 %:1%2: 15 2
5 0. 0.93 - -10
= -5 0.86 -
0.8 - -5
0.73-
' ' ' ' ' -0 0.66 - ' ' | ' ' | -0
3 4 5 6 7 8 3 4 5 6 7 8
Summary Frequency Summary Frequency
(b) non_event = 0; stative_event = 1, process_event = 2, change_of_state = 3
Smoothing Window: 20 Smoothing Window: 100
X 20 4.17-
3 3.92- 25
) 15 3'362 y 20
LR .
3 e e e 8 EXVE— 152
69 — 105 2.88- £
2.36 -
5 211-
1.85- S
' ' | . . | -0 1.59 -2, ' | | ' | -0
3 4 5 6 7 8 3 4 5 6 7 8
Summary Frequency Summary Frequency
(c) non_event = 0; stative_event = 2, process_event = 5, change_of_state =7
Smoothing Window: 20 Smoothing Window: 100
47.7- 20 37.11-
43.23- 34.5-
38.75- — 31.9- 30
3 3428- 1’ 29,29 —
S 20 N e— y 26.69 = Y
2 25.30 - 108 24.08 - 0%
£ 20.87 & 21.48- @
£ 16.4 -— 18.88 -
2 11.92- — -5 1627 - -10
] 106
2.95 -2 , , \ : \ -0 ’ . , , \ : \ -0
3 4 5 6 7 8 3 4 5 6 7 8
Summary Frequency Summary Frequency

(d) non_event = 0; stative_event = 0, process_event = 50, change_of_state = 50

Figure 6: Narrativity of tellable events in Kafka's Metamorphosis as an example for the impact of
smoothing and event type scaling
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heavily affects the correlation. For this reason, no particularly high correlation between
tellability and narrativity can be expected, especially, if we take all event annotations of
a text into account. However, since this is an optimization process and not an evaluation
process, it is rather the improvement of the correlation than the overall value that is of

interest.

o o o .
4.2. Optimizing Smoothing
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01 06
0.2 .
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= 0.0 0.1 0.2 ..
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Figure 7: The Impact of Smoothing for the Correlation of Narrativity and Summary Frequency per
Event.

For the optimization of the smoothing windows, we used smoothing windows from
10 to 190 events for each of the four texts in combination with different narrativity
scalings for the four event types. With respect to the scalings, it was determined that
non events always had a narrative value of 0, while process events and changes of state
were assigned a narrative value of at least 1 and at most 20. This results in the number
of 1,750 permutations. The combination of those with the different smoothing windows
(in steps of 20) leads to a total number of 105,000 constellations per text.

With regard to optimizing smoothing windows, the influence of the window size on the
correlation of the narrativity and the tellability of an event is shown in Figure 7. The
correlation values of the four texts for each smoothing window were combined into a
single box plot.If all events of the texts are considered (Summary Frequency >= 0),
the correlation lies roughly between -0.2 and 0.1 depending on the smoothing window.
Again, these low correlation values are due to the fact that the Summary Frequency is
0 for the majority of the events (see Figure 4), whereas the narrative values of these

events still vary and thus influence the correlation.

For this reason, we have used different filter settings for the box plot visualization. If
only the events mentioned in at least one summary (Summary Frequency >= 1) are
taken into account, the maximum correlation value rises above 0.2 with a smoothing
window of 90 events. Correlation values increase even more if only the events mentioned
in at least 2 or 3 summaries are included. In the first case, the maximum correlation is
close to 0.5 and in the second case even 0.6. This confirms our assumption that single

summaries would not have been sufficient resources for the optimization (see 4.1.1).

In all four subplots, we can observe that both the maximum correlation and the median
of the correlation values of a smoothing window at a certain point decrease with an
increasing size of the smoothing windows. Considering the median values of all four
subplots, a first conclusion of this optimization procedure is therefore that smoothing
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windows of a size larger than 100 events are not useful.

As for the scattering of the correlation values, which we depict with individual box
plots, it is important to note that it is not primarily caused by the fact that we summarize
the constellations for four texts in one box plot. Instead, it is mainly caused the varied
narrativity scaling.

4.3. Optimizing Event Type Values

For each of the 1,750 event value combinations and each smoothing window, we de-
termined the average correlation of narrativity and tellability for the four texts. The
five highest correlation values for these configurations are listed in Table 2. Here, we
perform the same filtering as in Figure 7 and determine the highest correlation values
considering the minimum summary frequency. This again results in increasing corre-
lation values according to the filtering., i.e., more frequently mentioned events have a
higher correlation.

More interesting for our purposes, however, are the scaling trends in the four sections of
Table 2 corresponding to the four tellability values (i.e., the Summary Frequencies >= 0,
1,2, 3). Here, the best constellations show differences with regard to narrativity value
scaling that seem to be related to the tellability values. For constellations where all events
are considered (Summary Frequency >= 0), there is no difference in scaling between
stative events and process events. A similar situation applies to events mentioned in at
least three summaries (see the fourth section of the table). In these two sections, stative
events and process events have (almost) the same narrative values. The opposite is true
for the second section (Summary Frequency >= 1) and, with some reductions, also for
the third section (Summary Frequency >= 2), where process events have 1.66 times the

narrativity value of stative events.

non_event stative_event process_event change_of state ‘ smoothing window H correlation mean

0 7 7 14 10 0.0597
0 7 7 13 10 0.0597
Summary Frequency >= 0 0 6 6 10 10 0.0597
0 11 11 18 10 0.0597
0 10 10 16 10 0.0597
0 0 12 12 50 0.1124
0 0 18 18 50 0.1124
Summary Frequency >=1 0 0 19 19 50 0.1124
0 0 10 10 50 0.1124
0 0 11 11 50 0.1124
0 11 18 18 70 0.1356
0 9 15 15 70 0.1356
Summary Frequency >= 2 0 12 20 20 70 0.1356
0 10 17 17 70 0.1356
0 3 5 5 70 0.1356
0 19 20 20 50 0.1623
0 18 19 19 50 0.1623
Summary Frequency >= 3 0 17 18 18 50 0.1623
0 11 12 12 50 0.1622
0 7 7 7 50 0.1622

Table 2: Optimizing Event Type Scaling. Maximum average correlation for the four manually
annotated texts and the tested event type scalings.

That the maximum average correlation values in Table 2 are lower than the maximum
correlation values in the box plots of Figure 7 is due to the fact that in the latter different
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configurations of event type scaling result in the highest correlation values for the
individual texts. There, the correlation values for every text have been taken into account,
whereas the values in Table 2 are average values comprising all four texts. which results
in high correlation values for the four texts. However, none of the correlation values
for the four tellability values in Table 2 is significantly below the median values of the
box plot evaluation in Figure 7. Also, this cross-text optimization can be regarded more
adequate since our approach to plot modeling is intended for the analysis of larger
automatically annotated corpora.

However, it is debatable whether one should rather follow the scaling in the first and
fourth sections or the scaling in the third and fourth sections. We consider the latter
more conclusive. The first section takes all events into account and thus, as we have
explained above, the resulting correlation values are not very meaningful. On contrast,
the correlation values in the fourth section have a limited significance because they are
based on a comparatively small number of events. Here we refer again to the histograms
in Figure 4 that show the number of events with regard of their mentions in summaries.

5. Conclusion

For our optimization goal, the considerations and measurements we have presented
when discussing Figure 7 and Table 2 yield two main results:

e The smoothing windows should include between 50 and 100 events. This had
been indicated by the box plot evaluations and the best configurations in Table 2
have confirmed that.

e For the scaling, a clear weighting gradient of non events and stative events on the
one hand and process events and changes_of_state on the other hand is important.

We have presented an approach to plot that is based on the representation of events
and narrativity. With this, we add an — up to now little explored — aspect to the
computational analysis of events, narrativity and plot, namely their discourse-oriented

operationalization.

This focus on the representation of events allows us to leave aside story-related issues
to a great extent. Thus, we avoid problems typically arising when analyzing plot with
regard to story where reader related information is needed or, alternatively, a rather
complex analysis is not possible yet and needs to be approximated by instrumental
variables. Instead, we have shown how the establishment of narrativity graphs can build
on our event concepts including scalar narrativity and how this can be related to the
modeling of plot. As a second point, the parametrization of the narrativity graphs has
been optimized with regard to the tellability of events assessed in readers’ summaries
of narratives.

The outcome of this work is a heuristic firmly rooted in narrative theory with which

we now can analyze narratives. With regard to the narrativity notions in Abbott (2014)
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discussed above, we have operationalized a scalar notion of narrativity and can use this
now for the analysis of narrativity as a variable and a mode of and within narrative
texts. Even more so, since our approach has proven to be automatable to a satisfactory
extent.

In addition to the development of an approach for analyzing the narrativity of texts,
this contribution shows how theoretical concepts and their computational implemen-
tation can be closely connected. With regard to the concept of events and narrativity,
the operationalization of events as scalar based on their narrativity together with our
optimization efforts have show the plausibility of the underlying assumptions from
narrative theory. In our view, this connection between theory and implementation is an
aspect of computational literary studies that should be emphasized more.

4. We have reached a F1 Score of 0.71 for the event classification on unseen texts (cf. anonymized_2 which
results in a correlation of narrativity graphs typically reaching between 0.8 and 0.9).
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Abstract. This article validates the thesis that Virginia Woolf’s usage of the term “queer”
is positive, and that the author is more progressive with her idea of things conceived
as “queer” in the era characterized as literary Modernism and in English fiction as a
whole from 1850s to 1990s. Using Word2Vec, a word embedding model, | locate the top
100 words semantically closest to “queer” in Woolf’s works and in the works of other
modernist authors, James Joyce, F. Scott Fitzgerald, D. H. Lawrence, Gertrude Stein, and
Katherine Mansfield. | then measure the net positivity of each author’s list and compare
Woolf’s with the individual authors’, and then with words closest to “queer” in English
fiction from 1850 to 2000. In demonstrating the usefulness of applying word embedding
models in literary criticism, a field that has traditionally primarily relied on interpretation,
this article aims to serve as a case study of how a computational approach can benefit

close reading.

1. Introduction

The word “Queer” appears more than 200 times in Virginia Woolf’s published novels,
short stories, and essays. This number may be statistically insignificant, but is nonethe-
less important for literary critics who aim to identify forms of repetition that do not
constitute a cultural reproduction of rigid identity categories. This article thus explores
how “queer” is deployed in Woolf’s oeuvre against the backdrop of the history of English
fiction, using Word2Vec, a powerful word embedding model (WEM) recently devel-
oped in the field of computational linguistics. This article particularly aims to look at
whether Woolf’s usage of the term “queer” is typical of her era characterized as literary
Modernism and whether she is progressive in her treatment of queerness throughout
the history of English fiction. To accomplish this goal, I compare the top 100 words
semantically closest to “queer” in Woolf’s works and in the works of other modernist
authors, James Joyce, F. Scott Fitzgerald, D. H. Lawrence, Gertrude Stein, and Katherine
Mansfield. Then, I measure the net positivity of each author’s list of these words and
compare them with that of Woolf’s. I also analyze the associations around the term in
English fiction as a whole from 1850 to 2000 to identify a larger pattern. As “queer” has
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a rich semantic history, having been used to indicate existing and emerging identity
categories associated with what is out of sync with normativity proper, attending to
the sentiment towards the term in literature reveals how normativity is operative in a
discursive field and how it is destabilized by its own operation. In demonstrating the
usefulness of natural language processing (NLP) using word embeddings in literary
criticism, a field that has historically relied on interpretation, this article aims to serve
as a case study of how a computational approach can benefit more nuanced literary
analysis, beyond identifying topics that appear frequently.

I chose literary Modernism in launching this investigation, as it is a site where the
term “queer” is deployed across the broadest spectrum in literary history. Originating
in 16th-century England to refer to something strange, odd, eccentric, or illegitimate,
“queer” began to suggest sexual practices that fell outside of the normative form of
sexuality and gender in the 19th century (Barker and Scheele 2016, 24-27). By the late

s

19th and early 20th centuries, along with its sister terms, “fairy,” “trade,” and “gay,” it
had become a distinct identity category and a codeword within the gay male subculture
in London, although its conventional usage as a term to denote “out of the ordinary”
was still predominant among the British public (Houlbrook 2005, 162-163). During
this period, “queer” had also gained a pejorative connotation for homosexuality and
bisexuality (Houlbrook 2005, 179).The earliest known record of the usage of the term as
such is from a letter written in 1894 by the Marquess of Queensberry to accuse Oscar
Wilde of having an affair with his son, Alfred Douglas: “Snob queers like Rosebery”
“corrupted my sons” (Barker and Scheele 2016, 27). It is also worth noting that early
20th-century Britain is when queer expressions of any sort do not necessarily correlate to
a homosexual desire. Homosexuality and lesbianism themselves were more “permitted
forms of sexuality” back then, although the latter was much less visible than the former
(Houlbrook 2005 10).

In the British penal system, engaging in homosexual behaviors or impor-
tuning for homosex in public places were largely treated within a broader
category of moral indecency, along with its twin problem of female prostitu-
tion.... It was only in the two decades after the Second World War that the
forms of understanding that we often assume to be timeless — the organiza-
tion of male [and female] sexual practices and identities around the binary
opposition between homo and heterosexual.... solidified (Houlbrook 2005,
10).

Modernist authors wrote at this interesting moment where the term had not yet fully
come into a rigid binary configuration of gender and there was still an overlapping assem-
blage of its usage. In their published works and in their often-suppressed manuscripts,
letters, and diaries, “queer” is deployed in a variety of contexts, to denote homoso-
cial/homoerotic desire, their own desired authority and authorship, and more broadly,
whatever is at odds with normativity proper in terms of ethnicity, gender, nationality, etc.
Yet, each writer’s stance and sentiment towards what they call “queer” may radically

differ. Gertrude Stein, for instance, constructs what she disavows in her characters’
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nationality and class around the notion of queerness in The Autobiography of Alice
B. Toklas and in Making of Americans. In T. S. Eliot’s suppressed poems, “queer” is
almost always deployed in a self-deprecatingly comic and crude tone of voice to imag-
ine stronger authority in association with racial otherness and homosexual desire, to
complement what the poet views as a weakness in his own authority.! In Woolf, “queer”
is usually described positively and is often associated with peculiar modes of existence,
resistance, or self-expression shaped by one’s moment-to-moment experience with the
tyranny of the norm.? Demonstrating that this interpretation can be quantified will not
only answer the question of whether Woolf is ahead of the curve against the backdrop
of English literature and how our sense of what we consider to be queer has evolved
across history, but also paves a new ground to frame research questions around racial
and gender binaries, topics tremendously important in the Humanities field

A detailed discussion of the data, models, and methods used in this research follows,
along with my interpretation of the modernist authors in question. Through this re-
search, I validate the thesis that “queer” is more positive for Woolf than for her con-
temporaries explored in this article, and that Woolf’s use of the term was ahead of her
time, and possibly still is ahead of current usage of the term. Potentially, a meaningful
discovery made throughout the research is that Joyce’s works demonstrate the next most
positive use of “queer” among this peer group. Indeed, the t-test performed for the
positivity of “queer” for Woolf and Joyce cannot formally confirm that Woolf’s use of
“queer is always positive than Joyce’s, although the mean of positivity based on the ten
samplings drawn from each author’s corpus is higher for Woolf than for Joyce. It is also
quite noteworthy that the other two women authors” usage — Stein’s and Mansfield’s —
exhibit the most negative. This suggests that computational approaches to literature
can facilitate a more nuanced understanding and “interpretation” of gendered notions
and literary Modernismin the current literary climate, where the tendency to parcel
authors into a generalized narrative category of male/female/queer anxiety or hysteria

to impose a homogeneous identity, purely based on interpretation, is predominant.3

1. T. S. Eliot had written homoerotically-charged bawdy poems and sexual ribaldry (where he himself is
imagined as femininized) and circulated them within his coterie which was exclusively comprised of his close
male friends, Ezra Pound, Wyndham Lewis, and Conrad Aikon throughout his life, as a way to keep himself
inspired. To see a detailed interpretation of how “queer” is figured among Eliot’s coterie, see Introduction
and Chapter One of my dissertation titled Granite and Rainbow: Queer Authority and Authorship in T. S.
Eliot, W. B. Yeats, and Virginia Woolf. To see how “queer” is coupled with homosexual desire and Caribbean
blacks, see T. S. Eliot’s suppressed “Columbo and Bolo Verses,” recently published in their entirety after the
death of Eliot’s wife, Valery Eliot. Interestingly, “queer” is nowhere to be found in Eliot’s major poems that
brought him fame. For more information about this, see all volumes of Letters of T. S. Eliot published by Yale
University Press.

2. Mrs. Dalloway is representative of the positive construction of “queer” in Woolf. In the novel, “queer”
often emerges in Clarissa’s consciousness to describe the rainbow aspect of life. It is also employed to depict
the novel characters’ modes of life that falls outside of the conventional norm. In her first notes to the novel,
Woolf writes, “Mrs. D. seeing the truth. SS [Septimus Warren Smith] seeing the insane truth.” (Woolf and
Wussow 1996, 450). Here, Woolf highlights the fact that truth is only seen by those who are categorized as
queer.

3. In the last two decades, this has been a trend among literary critics who write in the intersection between
queer theory and literature, across periods and genres.
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2. Data

Sentiments, however positive or negative, are relative and exist on a spectrum. For this
reason, the corpora of James Joyce, D. H. Lawrence, F. Scott Fitzgerald, Gertrude Stein,
and Katherine Mansfield each are included as a comparison group to validate my thesis
that Woolf’s use of “queer” is more positive. Although different in nationalities, these
authors all wrote in Europe. There is also a fair amount of usage of “queer” in these
authors’ works. Authors like T. S. Eliot, whose usage of the term is only visible in private
letters are excluded, although Eliot’s works are rich with queer tensions and thus merit
investigation from the perspective of queer theory. As the semantic meaning of “queer”
had radically evolved in the first half of the 20th century, I also limited my selection to
authors who wrote at roughly the same time as Woolf between the 1910s and the 1940s.
Joyce, Fitzgerald, and Lawrence meet this condition. Stein and Mansfield are selected to
verify that modernist authors’ sentiments towards what was considered “queer” may
not necessarily correlate with their gender, although their creative activities spanned
slightly differently from Woolf’s and with Stein, “queer” is visible mostly in The Making
of Americans.

The very last point in the previous paragraph is particularly relevant to my choice of Joyce
as part of comparison data. As sentiments around “queer” can also vary among male
authors,  hoped to select male authors that are representative of the broader spectrum
of the sentiment towards “queer.” Joyce is an ideal candidate to accomplish this goal. As
Joyce scholars and biographers suggest, in real life, Joyce’s stance towards homosexuality
remained fairly neutral; while Joyce was not above deriving entertainment from his
homosexual friends, he was neither sympathetic nor unsympathetic to homosexuality
(Norris 1994, 357). Nonetheless, what is intriguing about Joyce’s works is that the
centrality of feminized (often racialized and satirized ) male characters and masculinized
female counterparts amid an intense desire for homosocial and homoerotic affiliation
emerges as one of the most visible themes. Joyce was also rebellious against the norm
of his time and place. He condemns three Irish norms — family, Irish nationalism, and
the Catholic Church — as stifling and detrimental to the development as an artist. I
was not entirely certain about Fitzgerald’s and Lawrence’s sentiments, although plenty
of existing research demonstrates that Lawrence writes more in a heteronormative
convention while Fitzgerald views what he calls queer as an essential human condition:

Begin with an individual, and before you know it you find that you have
created a type; begin with a type, and you find that you have created-nothing.
That is because we are all queer fish, queerer behind our faces and voices
than we want anyone to know or than we know ourselves. When I hear a
man proclaiming himself an ”average, honest, open fellow,” I feel pretty sure
that he has some definite and perhaps terrible abnormality which he has
agreed to conceal-and his protestation of being average and honest and open
is his way of reminding himself of his misprision (Fitzgerald 1989, 317).

All modernist authors’ texts utilized in this project are drawn from Project Gutenberg
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Australia.* The data on Woolf contains most of her published novels, short stories,
and essays. Like the data on Woolf, data on Fitzgerald, Lawrence, and Mansfield each
consists of the corresponding author’s major novels, short stories, plays, and essays.
For Joyce, I use three novels, Dubliners, A Portrait of the Young Artist as a Young Man,
and Ulysses, available on Project Gutenberg Australia. Similarly, for Stein, I use The
Autobiography of Alice B. Toklas, The Making of Americans, Three Lives, Geography
and Plays, available on the same site. As expected, there are differences in the size
of each author’s corpus. Woolf’s corpus accounts for 1,760,779 words in total, Joyce,
417,765, Fitzgerald, 615,126, Lawrence, 2,371,834, Stein, 699,562, Mansfield, 239,166.

The entire English fiction dataset from 1850 to 2000 (Google N-Grams eng-fiction-all) I
use for this study is from the dataset developed as part of the study titled “HistWords:
Word Embeddings for Historical Text” (Hamilton, Leskovec, and Jurafsky 2016). I use
HistWords’ pre-trained word embeddings to extract the top 100 words closest to “queer”

for each decade, to compare them with Woolf’s list.

3. Models and Methods

3.1. Associations Around Queer in Woolf and in Joyce, Fitzgerald, Lawrence, Stein,
and Mansfield

One way to measure Woolf’s.and others’ sentiments towards the term “queer” is to
compile a list of the top 100 words semantically close to “queer” in the texts of each
author and compare their netpositivity. Word embedding models (WEM) are optimized
for this task. Unlike topicmodels that map a text as a network of words based on co-
occurrences, word embedding models map a text as relationships between words so
that they “enable searching for spatial relations embedded in words,” a framework, I
would argue, essential to close reading highlighting the particular, effected by close
attention to the relationship between words (Schmidt 2015).

To develop and train word embeddings specific to each author, each author’s oeuvre
was combined into a separate single text file. While it is widely known to be effective to
adapt word embeddings trained on large collections of texts for predictive purposes, it is
worth highlighting again that it is each author’s individual sentiment to a certain word
that emerges within the works of his or her creation that is being analyzed, and that
in literature as a peculiar genre, plethora of figurative words and styles are employed
and destruction of normative usage of language, experimented.® If, for example, an

i

author consistently uses “queer,” “miracle,” and “loving” to describe, say, “pebbles,”
these four words are closer in meaning and are thus placed closer within the space of
the particular author’s corpus.® For other authors, however, “pebbles” may not likely
be queer at all; they may likely be ordinary objects. This implies that, as Laura Burdick,
4. For a complete list of literary works used to create corpora data, see Appendix I: Complete List of Literary
Texts Used in this Study from Project Gutenberg Australia.

5. With profusion of styles and the quantity of allusions, modernist authors’ works are, in general, experimental

and difficult to interpret, with Joyce’s Ulysses being one of the most appropriate examples.
6. Here, I use this rather strange example to remind the reader that words are essentially signs.
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Jonathan K. Kummerfeld, and Rada Mihalcea also aptly point out, word embeddings
change if different authors’ texts or different collections of texts are used as input, as
words have different connotations when employed to discuss different topics (Burdick,
Kummerfeld, and Mihalcea 2018). This further suggests that no matter how precise or
sophisticated they are, using word embeddings trained from a large number of texts
that have nothing to do with each author might be risky. For this reason, I took the
path of developing and training word embeddings specific to each author, although this
choice inevitably raises a question about the relatively small size of individual authors’
corpus and methodology.

In developing and training word embeddings for each author’s corpus, I chose Word2vec,
using Gensim, a Python library, which contains many variants of word embeddings
(Rehtitek n.d.). Specifically, Gensim’s Word2vec is well maintained and takes the single
text file containing each author’s corpus as input. My use of Gensim’s Word2vec was
primarily to transform the authors’ corpora into semantic spatial vectors, so I could
extract “queer”’s semantic vector and its top 100 closest words.

As I was working with limited amounts of texts, there may also be a dispute about the
choice of Word2vec, which generally requires more text input. To offset this concern, I
followed the best practice recommended by Ben Schmidt for those working with rel-
atively smaller corpora on Word2vec: “Run many iterations. A hundred, maybe. If
your model trains in less than aminute, it’s probably no good” (Schmidt 2017). Experi-
menting with the size of vector dimensionality was also useful in getting meaningful
embeddings.” Additionally, as it was uncertain how much the Word2vec training runs
across sentence boundaries, sentence triplets were used instead of single sentences to
minimize information loss. Lran 100 iterations in developing and training the models for
all authors except Mansfield, for whom I ran 200 iterations given the small corpus. The
training time for allmodels vary due to the corpus size. The longest training time was 8
minutes 19 seconds for Lawrence. The shortest training time was 1 minute 23 seconds
for Mansfield. Stop words were not removed from the compiled text files because in the
case of Word2Vec models, they can provide contextual information. The model can also
indirectly learn the sentence representation while feeding the context as the output or
input (Paul 2019).

By the time the models for each author had been created and trained, I was able to
extract the top 100 “synonyms” of “queer” from the corpus of each author. Yet, before
measuring the net positivity of each word, it was necessary to ensure that the words
identified as synonyms of “queer” were not dependent on one or two instances. I thus
ran ten models on different subsamples (sentence triplets) of the authors’ corpora. As
each word is given its own vector (position) in the space of the corpus specific to a certain
author, I measured the distance from “queer” to positive words, and to negative words,
and ultimately, the difference between the distances. Since we were measuring distance

7. According to one entry from stackoverflow, in general, smaller vector dimensionality works better for
smaller corpora. For smaller corpus, vector-dimensionality should be no more than the square-root of the
count of unique words. To read more of this, visit https://stackoverflow.com/questions/66267818/minimum-
number-of-words-in-the-vocabulary-for-word2vec-models
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rather than similarity, the positivity of “queer” (net positivity) could be assessed as
such:

Positivity of “queer” (net positivity) = negative distance (distance from
negative) — positive distance (distance from positive)

In terms of the positive and negative words, I used a list created by Bing Liu in 2005,
which contain roughly 5,000 positive and negative words respectively (Liu, Hu, and
Cheng 2005). I performed a t-test for the positivity of “queer” for Woolf and individual
authors respectively to formally confirm the stability of the pattern I observed.

3.2. Associations around Queer in Woolf and in English Fiction from the 1850s to
the 1990s

To situate Woolf’s use of “queer” in the broader context of English fiction beyond
literary Modernism and see whether Woolf was progressive with her ideas of queerness,
I measured how different Woolf’s associations are from other authors’ associations
across the collective history of English fiction from the 1850s to the 1990s, using “English
Fiction (1800s-1990s) (from Google N-Grams eng-fiction-all),” one of the pre-trained
word embeddings developed by William L. Hamilton, Jure Leskovec, and Dan Jurafsky
for their project titled HistWords.® As the vector of “queer” itself is missing in HistWords’
dataset between the 1800s and the 1840s, this period was excluded.’ I took the path of
extracting the top 100 words closest to “queer” from each decade from the 1850s to the
1990s and measured the sentiment of those the same way I did for my selected authors.
In other words, for each'decade, I measured the distance from “queer” to positive words,
and to negative words, and.calculated the difference between the distances, using Liu’s
lists. The positivity of “queer” (net positivity) was similarly assessed as (negative

distance - positive distance.)

4, Results

4. Stability Test and P values from T-Tests

As can be seen from the visualization (Figure 1) on the next page, the stability tests for
each author all returned positive results. Notably indeed, for Woolf, all 10 runs returned

positive numbers.

8. To borrow Hamilton’s description, the goal of the HistWords project is to facilitate quantitative research in
diachronic linguistics, history, and the digital humanities. They release pre-trained historical word embeddings
spanning from 1800 to 2000 for multiple languages - English, French, German, and Chinese. Embeddings
constructed from many different corpora and using different embedding approaches are also included. To read
more about this project or access their tools and datasets, visit their site titled HistWords: Word Embeddings
for Historical Text on https://nlp.stanford.edu/projects/histwords/

9. This is what I see as a limitation of current pre-trained word embeddings. Both topic models and word
embedding models tend to suppress low-frequency data, the very data that the close readers may want to
explore. The fact that the token “queer” is entirely missing in the dataset of the first half of the 19th century
reveals how the norm has operated in a discussive field to oppress those not considered to be the norm.
Apparently, the term “queer” was in existence and in use in the early 19th-century.
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Figure 1: Box plot showing net positivity of the term "queer” for Woolf, Joyce, Fitzgerald,
Lawrence, Stein, and Mansfield based on ten tests

It is not a big difference, but there’s usually a lean toward the positive (90-100 percent),
even when we run the model multiple times and compare all runs. This output shows
that for Woolf, “queer” is always more positive than negative. For Joyce, the test outcome
is consistently positive although it varies in degree. For Fitzgerald, it is mostly positive,
although it is less positive than for Woolf. For Lawrence, Stein, and Mansfield, it is
consistently negative and, like Joyce’s data, there is a large variance.

The p values each from the t-tests for the net positivity in Woolf and other authors are as

232
233
234
235
236
237

238

follows: Woolf and Joyce: 0.0882141903600226, Woolf and Fitzgerald: 0.000754057282316500%

Woolf and Lawrence: 1.2082467883608112e-07, Woolf and Stein: 5.961016119615059e-07,
and Woolf and Mansfield: 9.993124513616901e-07. Except for the case of Woolf and
Joyce, the p values are much smaller than 0.05. This shows us that in the cases of Woolf
and Fitzgerald, Woolf and Lawrence, Woolf and Stein, and Woolf and Mansfield, the
difference of means between these samples would not be likely to occur by chance if
these samples were drawn from populations that actually had the same mean value. In
short, we can claim with statistical confidence that “queer” is more positive in Woolf
than it is in Fitzgerald, Lawrence, Stein, and Mansfield. However, we cannot claim with
assurance that Woolf’s usage of queer is always more positive than Joyce’s, although
the p value indicates some statistical significance, at 0.0882141903600226.

4.2. Associations around Queer from the 1850s to the 1990s from Histwords’'
Word Embeddings

The visualization (Figure 2 on the next page) reveals some interesting patterns about
the associations around “queer” in the history of English fiction.

JCLS, 2022, Conference 8

240
241
242
243
244
245
246
247
248
249

250

251

252
253



CONFERENCE Virginia Woolf’s Sentiment towards "Queer”

Figure 2: Visualization showing associations around the term "queer” from the 1850s to the
1990s in English fiction, which had always been negative

First, historically, the term “queer” consistently had negative connotations, indicated
by the negative net positivity numbers. Interestingly, there was a big shift towards
the positive in the 1860s. After that, until the 1890s, it consistently moved further
negative. We observe a consistent movement towards positive from the 1930s to the
1980s, although the general sentiment towards the term was still negative. Intriguingly,
however, there was a move back towards negative in the 1990s. Viewed together with
both Google Books Ngram Viewer’s and bookworm: HathiTrust’s data (Figures 3 and
4) in regard to the frequency of “queer” across English fiction between 1930s and 1990s

below, this movement merits investigation.

Figure 3: Google Books Ngram Viewer in regards to the frequency of "queer” across English
fiction from 1800 to 2000 and beyond
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Figure 4: bookworm: HathiTrust's data in regards to the frequency of "queer” across English
fiction from 1760 to 2000 and beyond

Going back to our discussion of Figure 2, “queer” became less and less frequently
represented in English fiction from the 1930s until its frequency increased back again
in the 1990s. That is to say, during this period, the frequency of “queer” and the net
positivity of “queer” moved in opposite directions. Without data on the 2000s and the
2010s, it is difficult to determine whether the move further negative in the 1990s was
part of a larger trend. It might be due to a conservative backlash against the LGBT rights
movements!? that became increasingly visible following the Stonewall riots of 1969,
which requires a separate investigation (Boag 2021). One claim I can still confidently
make, though,is that Woolf was more positive about the things that were viewed as
“out of the ordinary,” and that her use of the term was progressive compared to its use
in English literary history from the 1850s to 1990s.

5. Discussion

Below is the list of the top 100 words closest to “queer” and their corresponding vectors
for Woolf from one model. Strikingly, the words identified as closest to “queer” are
not simply adjectives but include nouns and proper nouns. For example, Maisie and
Walsh are characters from Mrs. Dalloway, and Richard indicates Richard Dalloway who
appears both in Voyage Out and Mrs. Dalloway. The relative proportion of positive,

neutral, and negative words varies by model.

[ ("awfully’, 0.385651171207428),

10. Several studies were conducted on the conservative backlash against the LGBTQ movements in the late
1890s and the 1990s, among which Peter Boag’s “Gay and Lesbian Rights Movement” is one of the most
representative. This phenomenon was universal across the globe.
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('sized’, 0.37115126848220825),
("'young’, 0.36801040172576904),
("suspected’, 0.3652426600456238),
(“absorption’, 0.35453736782073975),
("posing’, 0.3511541485786438),
('nice’, 0.3499513566493988),
(‘maisie’, 0.3435806930065155),
(‘oblivion’, 0.3387223780155182),
("horrors’, 0.32626646757125854),
(“speeches’, 0.323294073343277),
("evanescent’, 0.31067633628845215),
(‘reputed’, 0.3062557578086853),
(‘just’, 0.3011806011199951),
("blotted’, 0.30039259791374207),
('buzzing’, 0.29972130060195923),
(‘dreaded’, 0.2958635687828064),
(‘basins’, 0.29578498005867004),
("perennial’, 0.2948506474494934),
(“assuring’, 0.29381296038627625),
('booming’, 0.2924637198448181);
('bent’, 0.2912786900997162),
("hailed’, 0.29016220569610596),
(“tender’, 0.28999805450439453),
("twice’, 0.2898043096065521),
('lampsher’, 0.28842049837112427),
(‘walsh’, 0.2876507043838501),
("heavens’, 0.28620970249176025),
(‘’kissing’, 0.2838011384010315),
(“caen’, 0.28266850113868713),
("pockets’, 0.2819019556045532),
("painters’, 0.2804553210735321),
(“cocking’, 0.2803754508495331),
(‘masculine’, 0.2802823781967163),
("stogdon’, 0.2793353199958801),
("exploded’, 0.27923551201820374),

("comparison’, 0.27765434980392456),

(‘'deleterious’, 0.27695566415786743),
(’slang’, 0.2765229046344757),
(’squirrels’, 0.27599194645881653),
(“this’, 0.2759091258049011),

(‘plans’, 0.2755843997001648),
('significant’, 0.2742382287979126),
(“asquith’, 0.2739396393299103),
("persian’, 0.27252721786499023),
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(‘negligently’, 0.27113574743270874),
("tirade’, 0.2710320055484772),
("armenians’, 0.27095192670822144),
("invalids’, 0.27037501335144043),
(‘omitting’, 0.2695590555667877),
(“proof’, 0.2687683403491974),
(“immovable’, 0.2673490345478058),
("game’, 0.2669960856437683),
(‘'richard’, 0.2666792869567871),
("convict’, 0.26635780930519104),
("porous’, 0.2660123109817505),
(‘fountains’, 0.2658593952655792),
("that’, 0.2658226490020752),
(“affinity’, 0.26559382677078247),
("sucked’, 0.26312384009361267),
(“cleanliness’, 0.2629077136516571),
(‘contamination’, 0.26289427280426025),
("about’, 0.26252618432044983),
("happened’, 0.26180094480514526),
("equitable’, 0.2607996463775635);,
("toy’, 0.26030367612838745),
(“vacancy’, 0.26024338603019714),
("innocence’, 0.2593679130077362),
(‘seeming’, 0.25934281945228577),
("hovering’, 0.2585065960884094),
(“smiles’, 0.255267858505249),
("hives’, 0.25512927770614624),
('suits’, 0.25401997566223145),
(‘roused’, 0.25368526577949524),
("transferred’, 0.25327783823013306),
('falsehood’, 0.25286927819252014),
("accomplishment’, 0.25260496139526367),
("hideous’, 0.2523527145385742),
("anyhow’, 0.25209107995033264),
('dog’, 0.2512334883213043),
(‘'different’, 0.25067323446273804),
(“albanians’, 0.2502787411212921),
(“craftsman’, 0.24852287769317627),
("escaped’, 0.24813099205493927),
(‘cheerless’, 0.24807970225811005),
("ascertained’, 0.24756474792957306),
(solicitous’, 0.24712622165679932),
(‘judd’, 0.24654719233512878),
(‘crabs’, 0.24588340520858765),
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("elms’, 0.24558645486831665),
(‘mingling’, 0.24504920840263367),
(‘dangled’, 0.244972825050354),
(“incompatible’, 0.2448458969593048),
(‘ceremonial’, 0.2445395588874817),
(‘withheld’, 0.2444373220205307),
(“groom’, 0.24392169713974),
("hitching’, 0.24377071857452393),
("diction’, 0.2436273694038391),
(‘'mentioned’, 0.24321354925632477),
(‘tidy’, 0.24286895990371704) |

Virginia Woolf’s Sentiment towards "Queer”

Figure 5: Plot of sentiments of the top 100 words closest to queer in Woolf’s text
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In the visualization above, words carrying a positive sense are plotted in green, words 382
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with negative connotation, in red, and words that are neutral, that is, not present in Liu’s
positive or negative words lists, in blue. It is worth noting that on Liu’s lists of positive
and negative words, “queer” is categorized as negative. As that is unlikely to be the
case for Woolf, it is marked as a separate category on the graph in purple. The X and Y
axes are used to represent semantic vectors specific for each word. Thus, words plotted
closer to “queer” on the graph indicate their closer proximity to “queer” in meaning in
Woolf. Principal Component Analysis (PCA) was used to reduce the dimensions for
the plot.

We can see that, while most words are categorized as neutral, there are slightly more
positive words than negative ones: 12 vs. 10. This appears to be a small difference. Yet,
it is important to remember that what we measured earlier is the net positivity of the
words closest to “queer.” This means that in the ten samplings drawn from Woolf’s
corpus, positive words always outnumber negative words among the top 100 words
identified as closest to “queer,” regardless of the proportion of neutral words. Another
potentially important discovery we can make is that, as I mentioned earlier, the model
identifies a significant number of proper nouns and nouns as words close to “queer.”
Proper nouns and nouns are extremely important in literary analysis, as they are the
locus in which our interpretation of literature is anchored, whether it is about themes,
tropes, characters, or sentence structures.

Undeniably, for Joyce as well, “queer” is consistently used positively. For Fitzgerald,
6 models return positive outcomes. For interested readers, the plots of Joyce’s and
Fitzgerald’s top 100 words closest to “queer” are provided in Figures 6 and 7. Similar to
Woolf’s list, we see nouns and pronouns present in Joyce’s and Fitzgerald’s lists. One
can notice, however, that the proportion of positive and negative words decreases in
both Joyce and Fitzgerald, compared to Woolf. How 100 individual terms are deployed
around “queer” in the texts of Joyce and Fitzgerald used in this research, along with
their idea of (hetero)normativity proper, will require a separate in-depth exploration.
A point that should be noted here is that in Ulysses, “queer” is often deployed within
the male protagonist Leopold Bloom'’s stream of consciousness as a reference to the
intricacies of life, which resist a facile, binary categorization. Above all, in the case of
Joyce, that all ten models return positive outcomes testifies Norris” depiction of Joyce
as unbiased with the matter of homosexuality to a certain degree. Norris argues that,
not being one of his own personal predilections, homosexuality is an aspect of human
behavior to which Joyce did not devote a great deal of attention (Norris 1994, 357).
Indeed, Joyce views homosexuality as a product of the social system, rather than as a
personal trait that should be abhorred. In his essay “Oscar Wilde: The Poet of Salome,”
written approximately around the same time as A Portrait of the Artist as a Young
Man, Joyce describes Wilde’s homosexuality as the “logical and inevitable product”
of sexual “secrecy and restrictions” and “unhappy mania” endemic to British public
schools (Valente 2004, 215). Similarly, Colleen Lamos views the matricidal fantasies
that often emerge throughout Ulysses as the author’s defensive gestures that attest to
the violent consequences of the modern disavowal of same-sex desire (Lamos 1998, 15).
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Figure 6: Plot of sentiments of the top 100 words closest to queer in Joyce's text
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Figure 7: Plot of sentiments of the top 100 words closest to queer in Fitzgerald's text

On the other hand, the Lawrence plot from one model, seen in Figure 8 on the next page,
shows us that compared to Woolf and Joyce, there are a significantly greater number of
negative associations around “queer.”

Intriguingly, while running multiple iterations of the model, I could see “savage” and
“barbaric” several times as one of the top 100 terms closest to “queer” for Lawrence. This
is a meaningful discovery given that Lawrence is notorious for having written in the
heteronormative convention and for associating whatever is at odds with conventional
femininity with the primitive. Indeed, in Lawrence’s narrative strategy, what Gayle
Rubin terms as “traffic in women” strongly operates. In other words, in Lawrence, the
feminine trope is deployed only to strengthen the bond between males or celebrate
conventional ideas of masculinity and femininity, with Women in Love, Sons and Lovers,
and “The Fox” being only a handful of examples (Rubin 1975, 180). In Women in Love,

for example, the sisters, Ursula and Gudrun — particularly, Ursula’s certainty, idealism,
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Figure 8: Plot of sentiments of the top 100 words closest to queer in Lawrence’s text
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and womanliness and Gudrun’s sexuality and rebellious personality — are deployed
to ultimately strengthen the bond between Birkin and Gerald. The novel ends with
Birkin‘s mourning over the loss of Gerald who freezes to death after his violent fight

with Gudrun.

What is so intriguing in this narrative strategy is the construction of Gudrun’s unruly
nature, along with Gerald’s cruelty and death drive, as savage and destructive. After
all, in the novel, Gudrun is depicted as an artist known for her primitive, savage art.
Indeed, Marianna Torgovnick is correct in pointing out that in Lawrence, there are two
versions of the primitive (Torgovnick 1991, 159). The first is a feminine version: the
primitive as “dangerous,” “irrational,” “something to be feared,” and “the idealized
noble savage” (Torgovnick 1991, 159). The second is a masculine version: the primitive
as “regeneration” (Torgovnick 1991, 159). The emergence of “savage” and “barbaric”
as words closest to “queer” in Lawrence, along with Lawrence’s negative sentiment
towards ”queer,” thus demonstrates that “queer,” for Lawrence, is associated with the
negative version of the primitive — the feminine —, which is shaped by his frustration
with disappearing Western values — the conventional idea of masculinity and femininity
where the former is associated with regeneration, the latter, reproduction— with the

arrival of the modern (Torgovnick 1991, 153).

For interested readers, Stein’s and- Mansfield’s plots are also provided below. How and
why each corpus exhibits this pattern, other than what I mentioned earlier about Stein’s
tendency to align class and nationality with “queer,” requires a separate investigation.
Nonetheless, the outcome that the net positivities of these women authors’ corpus are
the lowest suggest that female authors do not necessarily have a positive sentiment
towards what is considered “out of the ordinary,” that the author’s gender does not

necessarily correlate with their sentiment towards “queer.”
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Figure 9: Plot of sentiments of the top 100 words closest to queer in Stein’s text
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Figure 10: Plot of sentiments of the top 100 words closest to queer in Mansfield’s text

6. What “Queer” Represents in Woolf

Here, I take the approach of a literary critic, to validate my outcome with close reading,
to argue that Woolf, as a renowned feminist writer and queer author, had a keen sense
of how the norm manifests itself as various forms of power to oppress those who do not
conform to it. Unlike the male authors who were spoiled for choice, Woolf grappled
with the absence of a strong female tradition and keenly sensed herself in conflict with
the masculinist, heteronormative climate of the British Empire and as permanently
in exile. A series of medical treatments she had received due to her recurrent mental
and physical illness, albeit a disaster in her personal life, offered her a powerful tool to
interrogate the tyranny of the norm as a form of social repression (Lee 1997, 186).

As a form of resistance, Woolf deploys “queer” to create desires, personalities, and
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relationships — bodily, aesthetic, and epiphanic — that exist outside of the paradigmatic
markers dictated by normativity. In her diary entry on December 21, 1925, Woolf
employs “queer” to mean both bodily consummation and esthetic fulfillment after
spending her first night with Vita Sackville-West at Long Barn:

There is her maturity & full breastedness... there is some voluptuousness
about her. But then she......so lavishes on me the maternal protection which,
for some reason, is what I have always most wished from everyone.... I shall
be hung about with trailing clouds of glory from Long Barn wh. always
disorientates me & makes me more than usually nervous: then I am—alto-
gether so queer in some ways. One emotion succeeds another (Woolf 2018,
11654).

In Mrs. Dalloway, “queer” is employed in a sympathetic and lovable note to describe the
truth behind her characters who are viewed as failures by the social norm. Earlier, we
saw “Maisie” plotted as one of the top 100 words closest to “queer” in Woolf’s corpus,
along with “invalids.” Maisie is a low-class woman from Edinburgh, who appears very
briefly at the beginning of Mrs. Dalloway. What is specifically remarkable is the tangible
link that Woolf establishes between the term “queer” and those who were parceled
into the category of “queer” in the oppressive British interwar regimes, through Maisie
Johnson'’s stream of consciousness in her first encounter with London.

They seemed queer, Maisie Johnson thought. Everything seemed very queer.
In London for the first time, come to take up a post at her uncle’s in Lead-
enhall Street, and now walking through Regent’s Park in the morning, this
couple on the chairs gave her quite a turn; the young woman seeming for-
eign, the man looking queer....... For she was only nineteen and had got
her way at last, to'come to London; and now how queer it was, this couple
she had asked the way of, and the girl started and jerked her hand, and
the man—he seemed awfully odd; quarrelling, perhaps; parting forever,
perhaps; something was up, she knew; and now all these people (for she
returned to the Broad Walk), the stone basins, the prim flowers, the old
men and women, invalids most of them in Bath chairs—all seemed, after
Edinburgh, so queer (Woolf 1981, 26).

Remarkably, in this short passage, “queer” is employed five times in total. Here, Maisie
Johnson calls Septimus Warren Smith, a veteran of World War I and his Italian wife
Rezia each queer and then all the people she comes across in Regent’s Park: “the old
men and women, invalids most of them in Bath chairs.” For Maisie Johnson, “queer” is
a term that binds all these people who appear out of time and out of place — invalids
sitting in Bath chairs, the foreign (Rezia), and the awfully odd and mad (Septimus),
who suffers from shellshock. Remarkably, as the story unfolds, readers also notice that
a link between “queer” and a same-sex desire is tellingly made in Septimus when his
close relationship with his wartime officer Evans is repeatedly highlighted. Ultimately,
Septimus commits suicide in defiance of Dr. Holmes and Sir. William Bradshaw’s desire
to “straighten” his “shell shock,” his madness. Here, in his triumphant choice of death

JCLS, 2022, Conference 21

474
475
476
477

478
479
480
481
482
483
484

485
486
487
488
489
490
491
492

493
494
495
496
497
498
499
500
501
502
503
504

505
506
507
508
509
510
511
512
513
514
515



CONFERENCE Virginia Woolf’s Sentiment towards "Queer”

over treatment, we see “being queer” is also equated with a willing choice and a vehicle

for resistance.

Maisie, Septimus, and Rezia are not the only characters associated with “queer” on a
sympathetic note. In numerous instances throughout Mrs. Dalloway, the characters’
impregnable queerness — Clarissa’s bisexuality, Richard’s anxiety over his masculinity,
the adventurous queer child within Peter Walsh and Elizabeth, and Miss Kilman’s
misandry and obsession with food - is directly described as “queer” or finds its way out
as spatial metaphors in its askew relation and stubborn resistance to normativity. Earlier,
we saw “Richard,” a politician who is also Clarissa’s husband, and Peter “Walsh,”
Clarissa’s friend, identified as terms close to “queer” in Woolf’s corpus. Strikingly,
in Woolf’s manuscript of Mrs. Dalloway, Richard emerges as a queer trope out of
place: “Richard had all the marks of that queer breed” (Woolf and Wussow 1996, 75).
Indeed, it is repeatedly implied throughout the novel that politics does not suit Richard’s
simple character and love for nature. Throughout the novel, Richard’s nostalgia for
Norfork’s sky and movements of grass and breeze is constantly placed in opposition to
his awkwardness in London. When Richards unreluctantly visits a jewelry shop with
Hugh Whitebread on Conduit street on their way back from Lady Bruton’s luncheon in

Mayfair, for instance, he feels old and “torpid,” unable to “think or move.”

With Peter, Woolf goes further. Like Maisie Johnson, Peter Walsh sees through other
people’s queerness. Elizabeth’s bisexuality is remarkably hinted at by Peter’s observation:
“She’s a queer-looking girl, [Peter] thought, suddenly remembering Elizabeth as she
came into the room and stood by her mother” (Woolf 1981, 56). Woolf also constructs
Peter as a rebellious queer child who takes pleasure in cruising through the city and
refuses to conform to normative developmental stages, by stubbornly holding onto his
“youth.” Notably, as we already saw, the term “young” is identified as one of the closest
terms to “queer” in‘Woolf’s model.

& Peter Walsh, thought Peter, I haven't felt so young for years, thought Peter;
& yet he wasno child could have had yet it was not youth, young, this feeling
of irresponsible adventure; rather it was <not> a child’s feeling: but a man’s;
& it & not a normal man’s but.... a queer man’s.... who after being wound
himself about with ties & responsib[ilities] duties, burdens, & privileges,
suddenly perceives their vanity <&> his freedom, as a child.... but only for
a moment. <second> (Woolf and Wussow 1996, 15).

Another instance where the queer child in Peter is tellingly evoked is when Clarissa
meets Peter after 30 years, she thinks “Exactly the same....; the same queer look; the
same check suit; a little out of the straight his face is, a little thinner, dryer, perhaps, but
he looks awfully well, and just the same” (Woolf 1981, 40).

We can locate another important theme that runs through Woolf’s works when looking
closely at a subset of words that models on Woolf each identify as a word close to

7, i

“queer”: “painter,” “dressmaker,

” o

craftsman,” and “archaeologist.” Indeed, in A Room

7

of One’s Own, To the Lighthouse, Three Guineas, The Years, and “Craftsmanship,’
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Woolf deploys “queer” to imagine women author tropes — novelist, painter, archeologist,
and dressmaker — who work to uncover the truth beyond the established “archives

and repositories of knowledge” by reading between the lines of “patriarchal discourse’
(Kaufman 2018, 333).

Elsewhere, the term “queer” is evoked to represent a beautiful harmony made out
of incompatible things in life: “the voices of birds and the sound of wheels chime
and chatter in a queer harmony, grow louder and louder and the sleeper feels himself
drawing to the shores of life” (Woolf 1981, 69). In Orlando, “queer” is used to imply the
spontaneous, private, and fictional side of all sort of things with respect to their factual,

public, normative sides:

Nature, who has played so many queer tricks upon us, making us so un-
equally of clay and diamonds, of rainbow and granite, and stuffed them into
a case, often of the most incongruous, for the poet has a butcher’s face and
the butcher a poet’s; nature, who delights in muddle and mystery, so that
even now (the first of November 1927) we know not why we go upstairs
(Woolf 1928, 58).

It is notable to note that “diamonds” and “rainbow” are words identified as close to
“queer” ib certain model iterations on Woolf. “Diamonds” is also a recurring trope
in To the Lighthouse, which signifies security and privacy out of sync with publicity.
So is “rainbow” in Orlando and ”New Biography,” which is directly placed in sharp
opposition to cold facts, public school, and diplomacy. For Woolf, “queer” is almost

always placed in fierce confrontation with normativity.

7. Conclusion

As the above analyses and discussion demonstrate, I was able to statistically prove my
thesis that “queer” is more positive than negative for Woolf, and that Woolf’s idea of
“queerness” was progressive, a thesis that would otherwise rely solely on interpretation.
The top 100 words closest to “queer” that the model on Woolf extracts turned out to
be also extremely useful, when used to aid close reading of the author’s works. I hope
my paper helps identify a space where data science and the Humanities can be brought
together to enrich Digital Humanities.

8. Appendix I: Complete List of Literary Texts Used in this Study

from Project Gutenberg Australia

Fitzgerald, F. Scott. “The Adjuster.” 1926.

——. “The Complete Pat Hobby Stories.” 1940-41.
——. Collected Stories.

——. The Great Gatsby. 1944.

——. “The Guest in Room Nineteen.” 1937.
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. “Hot and Cold Blood.” 1926.

. “Presumption.” 1926.

. “The Pusher-in-the-Face.” 1925.
. “Shaggy’s Morning.” 1935.

. “A Snobbish Story.” 1930.

. “Strange Sanctuary.” 1939.

. Tender is the Night. 1933.

. “Three Acts of Music.” 1936.

. “Too Cute for Words.” 1936.

Joyce, James. Dubliners. 1914.

A Portrait of the Artist as a Young Man. 1916.

Ulysses. 1922.

Lawrence. D. H. Aaron’s Rod. 1922.

. Amores: Poems. 1916

. Birds, Beasts and Flowers. 1923.
. Bay: A Book of Poems. 1919.

. The Captain’s Doll. 1923.

. Collected Short Stories.

. A Collier’s Friday Night. 1934.

. The Daughter-in-law. 1912.

. David. 1926.

. England My England. 1922.

. Etruscan Places. 1932

. Fantasia of the Unconscious. 1922
. The Fight for Barbara. 1912.

. The Fox. 1923.

. Kangaroo. 1923.

. Lady Chatterley’s Lover. 1928.

. Look! We Have Come Through! 1917.
. The Lost Girl. 1920.

. The Ladybird. 1923.

. The Man Who Died. 1929.

. The Married Man. 1926.

. The Merry-go-round. 1912.

. Mornings in Mexico. 1927.

. New Poems. 1918.

. The Plumed Serpent. 1926.

. The Prussian Officer and Other Stories. 1914.
. The Rainbow. 1926.

. St Mawr. 1925.

. Sea and Sardinia. 1921.

. Sons and Lovers. 1913.

. Tortoises. 1921.

. Touch and Go. 1920.
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. The Trespasser. 1912.

. Twilight in Italy. 1916

. The Virgin and the Gypsy. 1930.

. The White Peacock. 1911.

. The Widowing of Mrs. Holroyd. 1914.

. The Woman Who Rode Away and Other Stories. 1928.

. Women in Love. 1920.

Mansfield, Katherine. Bliss and Other Stories, 1920.

Stein,

. The Doves’ Nest, and Other Stories, 1923.

. The Garden Party and Other Stories, 1922.

. In a German Pension, 1911

. Something Childish and Other Stories (1924)
Gertrude. The Autobiography of Alice B. Toklas, 1933.

. The Making of Americans, 1925.

. Geography and Plays, 1922.

. Three Lives 1909.

Woolf, Virginia. Between the Acts. 1941.

. Collected Essays.

. Collected Short Stories.

. The Common Reader. 1925.

. The Common Reader Second Series. 1935.
. The Death of the Moth and Other Essays.
. Flush: A Biography. 1933.

. The Haunted House and Other Short Stories.
. Jacob’s Room. 1922.

. The Moment and Other Essays. 1947.

. Monday or Tuesday. 1921.

. Mrs. Dalloway. 1925.

. Night and Day. 1919.

. Mrs. Dalloway. 1925.

. Orlando: A Biography. 1928.

. A Room of One’s Own. 1929.

. To the Lighthouse. 1927.

. Three Guineas. 1938.

. The Voyage Out. 1915.

. Walter Sickert: A Conversation. 1934.

. The Waves. 1931.

. The Years. 1937.
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9. Data availability

Data can be found here: https://github.com/heejoungs/woolf_queer

10. Software availability

Software can be found here: https://github.com/heejoungs/woolf_queer
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Abstract. This study contributes to the ongoing discussion on how to operationalize
text similarity for the purposes of computational literary studies by defining, justifying
theoretically and employing a multi-dimensional text model. Additionally, we evaluate
a set of strategies to implement this model for very short texts like poetry using a
range of methods from weighted sparse vectors up to very recent neural sentence
embeddings based on annotations of emotions, genre and similarity. And finally, we
show the relevance of using such a complex text model by applying the best method to a
research question about the development of early modernism in German poetry. While
we can confirm some important hypotheses from literary studies, we are also able to
differentiate or relativize others. In particular, our findings suggest that the change from
realism to modernism was, contrary to what many researchers assume, an evolutionary

transition rather than a revolutionary ,rupture®.

1. Introduction

This paper pursues two equally important goals: First, to find a suitable state-of-the-
art method to model and analyze text similarity for poetry, and second, to contribute
to the field of literary studies by studying the transition from realist to modernist
poetry using the concept of similarity. The perception of similarity between texts is
the basis for the construction of many literary terms like genre, author, or, as in our
case, period. Grouping texts according to these terms usually presupposes that these
texts have something in common and that these groups can be distinguished via these
commonalities from other texts. Though the concept of similarity is ubiquitous in the
practice of literary studies it has seldom been analyzed explicitly. One conspicuous
exception are scholars in Comparative Studies who reflected on this term as part of their
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discipline defining practice (e.g. Corbineau-Hoffmann 2013). Similar attempts to model
text similarity beyond the aspect of content have also been undertaken in computational
linguistics (e.g. Bér, Zesch, and Gurevych 2011). So one of the major contributions
of this paper is our attempt to bring these discussion threads together. But while it is
possible to discuss these dimensions on a very abstract level, it is not possible to evaluate
them on the same level. When we talk about structural aspects of a text, we look at
very different elements depending on the genre we look at: speaker, stage directions,
dramatis personae, etc. for drama, or stanza, verse, rhyme, etc. for poetry. Therefore,
in order to discuss the phenomenon not only theoretically, but also to be able to apply
it practically — and that means, above all, to include an evaluation method - it is more
productive to limit the task to one genre - in our case, poetry.

The second goal of our research is to provide a broad foundation for a literary history
of the beginnings of modernism. In the last years, we assembled a corpus of German
poetry consisting of poems from realist and modernist anthologies. We are analyzing
this corpus under the perspective of whether we can contribute to the discussion about
the transition from realism to (early) modernism. We are using these period terms, as
is the custom nowadays in literary studies, as useful constructions. That means: On
the one hand it is understood that real breaks and disruptions are very rare and that
history can be better understood as anevolutionary, gradual process with many small
changes at each step. On the other hand, we assume that this process is not happening
at the same speed all the time and that many of the changes in one time segment show
some commonalities. Specifically, we will use the concept of similarity to describe the
changes between the texts from the different corpora.

We structure our paper as follows: In a theoretical section, we first develop a four-
dimensional model of textual similarity for poetry (chapter 2). We then describe our
corpora; mainly the digitized anthologies of the poetry of realism and early modernism
mentioned above (chapter 3). A selection of these poems was previously manually
annotated witha hierarchical system of emotion labels. Within the context of our work,
a subset of this selection was then additionally annotated using the dimensions of
similarity described in the theoretical section. The following section discusses how
each of these four dimensions can be measured in poetry (chapter 4). Poetry presents
specific computational challenges even for semantics, a relatively traditional dimension
of similarity. The main issue poses the shortness of the texts. Semantic similarity,
which is usually modeled by using weighted terms to locate a document in vector
space, does not work reliably on short texts. Additionally, working with poetry entails
having to adapt to its specific language. This includes a high percentage of figurative
speech, which makes the analysis of semantic similarity especially difficult, and also
a high percentage of archaic words and expressions. For each of the four dimensions
of similarity, we discuss and evaluate different methods to measure them using our
poetry corpus in a first step. Among our methods used are traditional sparse document
vectors, short dense feature vectors, and dense document embeddings, created either
by computing them from token vectors or by using the recently proposed approach for
sentence embeddings. In a second step, we adapt the best-performing models to each of
the four dimensions (chapter 4.4). In the last section, we employ our final models from
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this two-step approach to assess the degrees of similarity and difference between realist
and modernist poetry (chapter 5). In particular, we take up three specific research
questions from literary studies and discuss our results with respect to the predominant
hypotheses within the field. These questions are:

1. How does naturalist poetry relate to realism and modernism?
2. How homogeneous are realist and modernist poems?
3. How revolutionary is early modernism?

In summary, this study contributes to the ongoing discussion on how to operationalize
text for computational literary studies by defining, theoretically justifying, and employ-
ing a multi-dimensional model of similarity. Additionally, we evaluate a set of strategies
to implement this model for poetry using a range of methods from weighted sparse
vectors up to the recent neural sentence embeddings based on extensive annotations
of emotions, genre, and similarity. And finally, we show the relevance of using such a
complex text-based model by employing the best method to provide new input for the
continued research on the development of early modernism in German poetry.

2. Theoretical considerations

As far as we can see, in literary studies, text similarity has been discussed mainly by
Comparative Studies, where the concept of ‘comparison” has been closely linked to
‘similarity” (e.g. Zelle 2005). There seems to be a consensus that comparison is only
possible on the basis of similarity in some specific aspects. Though principally many
different aspects have been and can be used to compare literature, some have been
established as especially useful for the study of literature. Corbineau-Hoffmann (2013),
for example, groups them under three headings:

[I.]Content (1. theme, 2. motifs, 3. settings, 4. characters, 5. concepts) Text-
organization (1. narrative/description, 2. poetry/prose, 3. style levels, 4. instances
of speech, 5. discourse) History (1. influences, 2. epochs, 3. other arts, 4. sciences,
5. genre).

While the first two groups are aspects of a text, the last group refers to typical contexts,
often established again by analyzing groups of texts. To avoid the recursive loop hidden
here, we focus on the two first aspects, ‘content” and ‘text-organization’. It is important to
note that these are open lists. There are other interesting aspects, but the ones mentioned
are often used when people compare literature. The terms grouped under ‘content’
can be seen as parts of text semantics in general. A text has a theme, or there are
specific motifs in a text, but usually, the meaning of text is more than each of these, it
encompasses all of them. The terms grouped under ‘text-organization’ on the other
hand cover quite heterogeneous aspects — even if you substitute the more common ‘form’
for it. In our experience, especially the term ‘style’ is hard to subsume under the same

dimension as other text-organizational aspects.
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Semiotics and linguistics support this position as they also distinguish between form and
style (N6th 2008; Sandig 2006), and the three aspects — content, structure, and style — are
also distinguished in one of the very few attempts in computational linguistics to model
text similarity (Béar, Zesch, and Gurevych 2015). We propose to add one dimension
which can only be subsumed with difficulties under one of the three headings and which
is usually highly important, especially for literature and especially for poetry, which has
been defined as the prototypical medium to express subjective feelings: emotion.'
Content, Form, Style, and Emotion are the four dimensions of similarity which we will
use to describe the relations between texts. From the perspective of this study, it is more
useful to explicate the dimensions via operationalizations and examples rather than
,exact” definitions. To this end, the annotation guidelines (see section 3) list specific
components that make up the dimensions. Content consists of components such as
theme, character, or setting; form is operationalized primarily through stanza structure,
meter, and rhyme; style, in contrast, refers to components such as register or metaphor;
and for emotion, we consider, among other things, the extent to which emotions are
represented and their polarity. In further studies, these components could be analyzed
individually and be integrated into an even more complex model of text similarity.
The heterogeneity of the four dimensions will have a direct influence on the inter-
annotator agreement and the performance of any machine learning model trained to
detect these aspects automatically. From a theoretical perspective, it is unclear how
the dimensions relate to each other, or in the language of statistics, how much they
correlate. Winko (2003), for example, assigns the aspect ‘linguistic shaping of emotions’
via the aspect ‘presentation of emotions’ to what is called ‘style’ in our model, while she
assigns it to content via the aspect ‘thematization of emotions’. From this perspective, a
relatively high correlation of emotion with content and style is to be expected.

3. Corpus and Annotation

The corpus is a collection of anthologies of contemporary poetry from the two epochs
‘realism’ and ‘modernism’.> The collections contain poems that the anthologists, i.e.
contemporary experts in poetry, consider to be particularly typical, outstanding, or
representative among other aspects. From the large amount of poetry anthologies
in both epochs, the corpus was compiled® according to the following criteria: The
collections contain contemporary poetry, have no thematic restrictions, and are all
aimed at a general audience rather than a particular target group. The criteria minimize
the risk that thematic constraints or specific addressee orientation could influence the
poem selection as systematic factors. The corpus contains texts by both canonical and
non-canonical authors. We call authors ‘canonical’ if they are frequently mentioned in

recent literary histories. For early modernism, this applies to Stefan George, Hugo von

1. Why emotion is a dimension of its own for the analysis of text is discussed in Winko (2003).

2. Since this epoch is characterized by a multitude of literary trends, the more neutral label ‘turn of the century
around 1900’ is preferred in literary studies. We choose the term ‘modernism’ because the anthologies we
include claim to present modern poetry. In the following, ‘modernism” always means ‘early modernism’, i.e.
literature before expressionism.

3. For our corpus selection we used Giinter Hantzschel’s comprehensive bibliography (c.f. Hantzschel 1991).
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Hofmannsthal, Arno Holz, Else Lasker-Schiiler, and Rainer Maria Rilke.

(1) sub-corpus ‘Realism”: The first sub-corpus consists of 7 anthologies with German
poems from the realist epoch: Prutz 1859; Polko 1860; Kneschke 1865; Willatzen 1875;
Bern 1877; Moltke 1882; Avenarius 1882. The poems included in the anthologies cover
the period under study, 1850 to 1880. Some of the anthologies, but especially Elise
Polko’s widely distributed collection, also contain some poems written before the period
of study; these have been excluded. This sub-corpus consists of 3039 poems by a total of
484 different authors.

(2) sub-corpus ‘Modernism’:  Of the 941 anthologies of German-language poetry published
in first edition between 1885 and 1912 (cf. Héantzschel 1991, pp. 587-589), twelve
anthologies meet the selection criteria: Arent 1885; Bierbaum 1893; Bierbaum 1894;
Tille 1896; Gemmel 1898; Jacobowski 1899; Renner 1899; Benzmann 1904; Bethge 1905;
Bonsels et al. 1905; Federmann 1908; P. Friedrich 1911; Huch 1911. They all claim to
contain ‘modern poetry’. This sub-corpus consists of 2882 poems by a total of 361
authors.

We annotated 1278 poems from both sub-corpora for emotion and thematic genre.
Thematic genres such as love poetry ornature poetry provide information about the
content of the poems.” The annotated emotions are not the readers’ emotions, but rather
the emotions expressed in the text itself. The annotators used a list of 40 discrete emotions
which we categorized into 6 groups, inspired by the emotion hierarchy in Shaver et
al. 1987: love, joy, agitation/surprise, anger, sadness, and fear. First, emotions and
genres were annotated independently by two annotators, then they merged annotations
manually into a consensus annotation. Their agreement before creating the consensus
annotation, measured with v (Mathet, Widlocher, and Métivier 2015), was 0.6445 for
individual emotions, 0.7491 for the emotion groups, and 0.69 Krippendorff’s alpha
(Krippendorff 2011) for the thematic genres.

Additionally, we annotated the similarity of the poems.” The task was not to annotate
absolute similarities (“These two poems are not at all/a little/very similar”), but relative
similarities (“Poem A is more similar to poem B than poem C”), which is much easier.
For each triple of poems, the annotators had to judge for each similarity dimension
(content, form, style, and emotion) and for a comprehensive ‘overall’ category whether
the focus poem was more similar to the one on the left, to the one on the right, or
equally (dis)similar to both. The annotation guidelines specify for each dimension
which components should be taken into consideration, e.g. stanza structure, rhyme,
meter, and text length in case of the formal dimension, and which of these aspects are
typically most important. Nevertheless, the annotators ultimately had to weigh the
components on a case-by-case basis, which required considerable literary expertise.
We annotated 470 triples, consisting of a total of 866 poems. One constraint for the

4. As the annotation is still ongoing to cover more poems, the entire corpus and a detailed report on the
annotation guidelines for emotions and genre will be published at a later date.

5. The annotation guidelines can be found here: https://github.com/cophi-wue/jcls2022-poem-simil
arity/blob/main/annotation_guidelines_text_similarity.pdf.
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selection of the triples was that the poem length had to be quite short due to technical
prerequisites.” In addition, we selected triples for which we expected a strong similarity
of the middle text with either the left or right text based on formal features such as text
length or previous annotations of thematic genres and emotions. This second constraint
ensured that the annotators could deal with reasonably clear cases. There were 400
triples covering both constraints available in our annotated poems. 70 triples were
additionally annotated without similarity expectations. Each triple was annotated by at
least two people.

The agreement, measured with Krippendorff’s alpha, was 0.53 for content, 0.68 for form,
0.44 for style, 0.32 for emotion, and 0.48 for overall. Possible reasons for the differences
in agreement are that the dimensions with lower agreement are more dependent on
interpretation or that the weighting of the components is more ambiguous in their
case. An experiment showed, however, that three annotators who created a consensus
annotation after annotating 60 triples were able to increase their agreement when
annotating another 30 triples from 0.49 to 0.63 on content, from 0.48 to 0.69 on emotion,
from 0.32 to 0.41 on style, and from 0.45 to 0.68 on overall (only the agreement on form
deteriorated from 0.77 to 0.71, but still remained high). Since the creation of consensus
annotations seems to significantly improve the annotation quality, we plan to create
consensus annotations for all triples in.the future. Until then, for the triples without
consensus annotations, we will only use annotations that the majority of annotators
agree with. In the evaluation of the following section, we also omit all annotations that
the majority of annotators found that ‘the middle text is equally (dis)similar to both the
left and the right text’.” That leaves us with 346 usable annotations for content, 388 for
form, 331 for style, 359 for emotion, and 381 for overall, with every annotation stating
that the middle text is more similar to either the left text or the right text.

Some of the similarity dimensions correlate strongly with each other, according to the
annotations. The ‘overall’ dimension correlates most strongly, especially with content
and style. This is understandable since the annotation of the ‘overall” dimension is
usually based on annotations of the other similarity dimensions. Another relevant
correlation exists between content and style. The most independent dimension is form,
whose correlation with the other dimensions is the weakest.

4. Dimensions of the Similarity of Poems

Measuring the similarity of poems along the dimensions discussed above poses two
challenges: first, the shortness of the texts makes it difficult to apply well-established
approaches with high reliability. Research in natural language processing has proposed
a set of methods for the measurement of short text similarity (Prakoso, Abdi, and Amrit

6. The length of poems is bound to a maximum of 124 sentence-piece tokens used as input for paraphrase-
xIm-r-multilingual-v1

7. More precisely, for each triple and similarity dimension, we calculate the mode of the annotation results.
We use ‘The middle text is more similar to the left text’ (from now on: ‘left’) as the final annotation if the
mode is ‘left’, but also if it is ‘left” and at the same time ‘The middle text is equally (dis)similar to both the
left and the right text’. The same is true in reverse for annotations on the right. All other annotations are
discarded.
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Figure 1: Pearson correlation in annotated dimensions (majority vote).

2021) usually complementing the texts with other sources which compensate for the
lack of information in the text themselves. But research on text similarity, in general,
focuses on the ‘content’ aspect. So the second challenge lies in finding methods that can
be used to model the other dimensions.

Overviews of the research on short text similarity classify the methods in four groups:
string-based, corpus-based, knowledge-based, and hybrid-based (Prakoso, Abdi, and
Amrit 2021; Gomaa and Fahmy 2013): 1) String-based methods use only the word
or character tokens to create a representation of the text. We use tfidf and mfw. 2)
Knowledge-based methods use an external knowledge base like WordNet. Our two
models features-formal and features-emotional can be seen as variants of this approach. 3)
Corpus-based methods use an external corpus to create information-rich representations,
nowadays usually word embeddings: FastText, Glove, GBert. Additionally, we experiment
with document embeddings using different sentence embedding methods: XLM-R,
mpnet, MiniLM, cross-en-de-roberta. The drawback of this approach is that we are limited
to an input of 127 tokens, but it is reported to be the best representation for short texts.
4) Hybrid approaches, combining some of the strategies outlined above.”

The small number of poems we had annotated under the perspective of similarity made
it inadvisable to use the typical finetuning approach. Instead, we opted for broader
testing of how different text representations are able to mirror the results from our
annotations, select the best representations, and then tweak the vector spaces with
similarity learning based on our dimension annotations. So in sections 4.1 to 4.3, we
introduce the different models we were able to use and their evaluation based on our
similarity annotations. In section 4.4, we apply similarity learning to the best performing
models.

8. Bér, Zesch, and Gurevych 2015 distinguish between compositional measures, which usually “compute
pairwise word similarity between all words, and aggregate the resulting scores to an overall similarity score”
(Bér, Zesch, and Gurevych 2015, p. 5), and non-compositional measures, which project the texts into a shared
space like the vector space model (Salton and McGill 1983). We concentrate here on the latter.
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41. Models

We evaluate the following embeddings, which can be roughly categorized into more
simple baselines on the one hand, and some more complex embeddings derived from
sophisticated deep-learning language models on the other. The baseline embeddings
are defined as follows:

TFIDF-{1000,10000,20000}: Poems are represented by a vector, where the dimensions
correspond to the 1000 etc. most frequent terms in our corpus. Each individual vector
component is the relative term frequency of that term in the poem, weighted by the
inverse document frequency.

MFW-{100,200,500,1000}: Defined like the embedding above, but the term frequencies
are z-standardized for each term over all poems.

Features-Formal: Poems are represented by a vector of the following four formal fea-
tures: stanza count, verse count, word count, average stanza length in verses - each
z-standardized over all poems.

Features-Emotional: Each poem is embedded with a vector of its verse-level relative
frequency of shaver emotions (see section 3). These emotions derive either from anno-
tations or, if no annotations are available, predicted by a machine learning model.”
The following deep-learning embeddings are derived from pre-trained static type-based
embeddings:

{FastText,GloVe}-{mean,median,meannorm,sif}: For each term in the poem (minus
stopwords), we obtain the embedding vector for that term with FastText (trained on
the German OSCAR corpus with d = 1536 as proposed by Ehrmanntraut et al. 2021,
resp. a GloVe model with d = 300 provided by Deepset.'”) Finally, on that set of vectors,
we compute the arithmetic mean (resp. median, resp. meannorm (Ehrmanntraut et al.
2021), resp. arithmetic mean weighted by smooth inverse frequency (Arora, Liang, and
Ma 2017)) to obtain a single vector for a particular poem.

Similarly, the following embeddings are derived from the output of BERT, which gener-
ates vectors for each token, but also takes into consideration the textual context of the
entire input sequence.

GBERT-lastlayer-{mean,median,meannorm}: For a particular poem, we plug in the
tokenized poem into GBERTg,,, (Chan, Schweter, and Méller 2020), the currently best
performing German BERT model. BERT then computes a contextualized output vector
(i.e., the output of the last layer) for each token. We now aggregate all vectors by taking
the arithmetic mean (resp. median, resp. meannorm), just like above. This results in a
vector with 768 dimensions.

GBERT-alllayers-{mean,median,meannorm}: Defined just like above, except that we
not only consider the final output vector, but the outputs of all layers. That is, for each
token, we concatenate the input embedding with the 12 Transformer outputs to derive a
vector with d = 13 x 768. Then, like above, we aggregate this sequence of token vectors
into a single vector for a particular poem.

In contrast, the following embeddings result from pre-trained language models follow-

9. The model achieves a performance of 0.73 (f1 score).
10. https://www.deepset.ai/german-word-embeddings
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ing a Sentence-BERT-architecture, as proposed by Reimers and Gurevych 2019; Reimers
and Gurevych 2020.

paraphrase-XLM-R: This model is a multilingual XLM-RoBERTa model that is fine-
tuned to imitate Sentence-BERT-paraphrases, as described by Reimers and Gurevych
2020. We let paraphrase-XLM-R interpret our poems as sentences, which outputs a
vector representation for each poem with d = 768. Note that in the case of paraphrase-
XLM-R and all following Sentence-BERT models, fine-tuning was only performed for
input sequences no longer than 126 SentencePiece tokens. Therefore, we also restrict our
evaluation of these models to poems that are no longer than 126 SentencePiece tokens.
(These are 29% of all poems in our corpus.)

paraphrase-mpnet, paraphrase-MiniLM, cross-en-de-roberta: Similarly, these are pre-
trained Sentence-BERT models trained on a wide variety of sentence pair datasets and
parallel multilingual data. Specifically, we use publicly available variants paraphrase-

270
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multilingual-mpnet-base-v2, paraphrase-multilingual-MiniLM-L12-v2 provided by Reimex83

and Gurevych 2019, and cross-en-de-roberta-sentence-transformer provided by T-Systems 284

online. Again, we use these on poems of length < 126 SentencePiece tokens to obtain
vector representations with d = 768.

4.2, Evaluation Setup

Evaluating the embeddings as described above requires us to formulate a task that
probes each embedding space for its ability to represent certain dimensions of (dis-
)similarity of poems via their distances in that particular embedding space, taking into
consideration and comparingagainst the human annotations. As the embeddings define
no particular distance function, we evaluate every embedding with each of the following
three distance functions: Euclidean (L2), Manhattan (L1), and Cosine Distance.

We opted to replicate our prompts for the annotators by formulating a binary classifi-
cation problem on a particular dimension of similarity, and checking if the model can
replicate the majority,vote. Note that these votes either take the value ‘annotated left’ or
‘annotated right’. Assume some embedding space and some distance function d fixed.
For some annotated triple, let left, anchor and right denote the corresponding vectors in

that embedding space. Now, we make the following prediction:

& Predict ‘annotated left’ if d(anchor, left) < d(anchor, right), i.e., left is closer to anchor
than right.

e Otherwise, predict “annotated right’.

To compare the true majority annotations with the predicted ones, we use the balanced
accuracy (arithmetic mean over the recall of both classes, cf. Grandini, Bagli, and Visani
2020) as our metric. Note that the random ‘no skill” classifier has a balanced accuracy
score of 0.5.

We remark that variations on the above operationalization are possible as well, particu-
larly if we do not omit cases where the majority of annotators chose ‘The middle text is
equally (dis)similar to both the left and the right text’. However, while experimenting
we observed that when including this third class ‘same’ in the operationalization, the
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balanced accuracy significantly drops. (We made the different balanced accuracies com-
parable by rescaling to the range 1/(1 — #classes) to 1, so that performance at random
scoring is always at 0.) We suspect that this difference in performance is caused by the
complexity of the triples that were labeled with ‘annotated same’: Human annotators
agree on the features which make them classify a text as ‘more similar to the focus
text”. But the label ‘same’ is given when neither of both comparison texts shows obvious
similarities to the focus text, but that does not imply that the comparison texts have any
features in common; they can be different to the focus text in very diverse ways.

In particular, we experimented with the following two variations of the original opera-
tionalization:

(a) Probe whether the embedding can predict ‘annotated equally (dis)similar’ vs ‘an-
notated left or right’ by evaluating |d(anchor, left) — d(anchor, right)| < € against some
optimal decision boundary e.

(b) In a 3-class classification setup, probe whether the embedding space admits a classi-
fication using an optimal symmetric decision boundary €. That is, predict ‘annotated
left” when d(anchor, right) — d(anchor, left) > € (left is closer to anchor than right by at
least €). Symmetric, when d(anchor, left) — d(anchor, right) > €, predict ‘annotated right’.
And otherwise, when |d (anchor, left) = d(anchor, right)| < €, predict “annotated equally
(dis)similar’.

As outlined above, variant (a) is solved with lower balanced accuracy than the original

operationalization throughout all embeddings and variant (b) with even lower accuracy.

4.3. Results

The results show for all dimensions except ‘form’ a clear increase with the complex-
ity of text representation: Word Embeddings are better than sparse representations -
with dynamic embeddings based on BERT showing a better performance than static
embeddings - and sentence embeddings are better than word embeddings. The best
sentence embedding is showing an acceptable performance, especially if the cosine is
used. As almost all the strategies of text representation, which we applied here, have
been developed with the main focus on the semantic aspect, it is not too surprising
that the best model is the best in all dimensions. The one big exception is form. Using
only a very small set of features is enough to match the annotations. Discussions with
the annotators revealed that they usually based their decision on a very small set of
observations. The best model is paraphrase-mpnet. To evaluate all German sentence
embedding models,'! which are available at this moment, we use the rd. 9.000 sentences
of the Sick dataset (Marelli et al. 2014) which we had translated into German with
DeepL. Our results show paraphrase-XLM-R (correlation with human annotations: 0.82)
slightly ahead of paraphrase-mpnet (0.8165), which is why we include these two models
and the best model based on static word embeddings (FastText-mean) in the next step.

11. The multilingual models in Huggingface’ sentence transformers; see https://huggingface.co/sentence-
transformers.
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Figure 2: Balanced Accuracy Score for each model and dimension. Numbers on the x-axis
indicate class support. For information on results with other distance metrics see the appendix.

4.4, Similarity Learning

To adapt the text representations to the specific textual dimensions (content, form, style,
and emotion), we additionally apply similarity learning. The goal of this step is to
learn a transformation of the vectors presented in the previous chapter that allows for
better reproduction of the annotation. We use a siamese neural network (Bromley et al.
1993) for this purpose, which we modeled following the maaten network structure from
(Szubert et al. 2019). The base model consists of three dense layers (500, 500 and 2000
neurons) each followed by a normalization activation function (see Klambauer et al.
2017) and dropout. The input for the network consists of our annotated poem triples.
Regardless of the original size of its vector representation, each poem is transformed
into a space with 128 dimensions. The loss, and hence the optimization objective of the
network, is to maximize the difference between the focus text and the negative example
while also minimizing the difference between the focus text and the positive example,
i.e. the text which has been annotated as being more similar to the focus text. In short:
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Figure 3: Architecture of the Siamese Neural Network used for Similarity Learning

in Euclidean distances (dist(anchor, negative) - dist(anchor, positive)).'”> Learning rate
decrease is bound to a reduce on plateau mechanism, which leads to strong performance

gains compared to more common choices like constant or time-based decrease rates.

The network’s performance is measured via the amount of correctly identified positive

examples (accuracy).

Model Content  Form Style  Emotion Overall

paraphrase-XLM-R .69-.81 .58-.76 .66-.79 .66—.76 .69—.79
paraphrase-mpnet .71-.75 .64—-.68 .71-71 .70-.74 .73-.74
FastText-mean 66—.77  59-.67 .65-72 .66—.74 .66—.72
Formal-Features - .81-.81 - - -

Table 1: Similarity Learning results (Accuracy in 10-fold cross-validation). Format: best
performance before similarity learning (see Fig. 2) — performance afterwards.

4.5. Discussion

With our two-step approach, we are able to achieve good results for a complex task. It is
probably open to discussion whether the restriction to 127 input tokens is acceptable
compared to the small gain in performance. Future work will either improve on the
input size or find a reliable way to compute representations for longer texts. Using one
representation for three of the four aspects in the first step made us ask whether the
representations after the second step are actually different. The correlations of distances
(Fig. 4) show a high correlation between content and the category ‘overall’, but only
moderate positive correlations between content and style, content and emotion, or style

12. Triplet margin loss
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and emotion. In other words, the vector space was attuned to the specific dimension by
similarity learning. The close relationship between ‘content” and ‘overall” was already

noticed by the annotators.

Figure 4: Pearson correlation of distances in.vector space after similarity learning.

It is unclear to us, why the different embeddings show significantly different improve-
ments in the second step (mean values): 0.126 for paraphrase-XLM-R, 0.026 for paraphrase-
mpnet, and 0.08 for FastText-mean; on what factors does this capability for improvement
depend? Which training data-and training regime for the sentence embeddings enables
the text representation to be adaptable to the text dimensions beyond content?

The results from Figure 2 show that the best results are obtained using language models
with transformer architecture and that they increase even more if those have previously
been fine-tuned for sentence similarity. With the additional adaptation by similarity
learning, we now perform a third tuning step of representations created this way. A next
step would be instead of using the frozen output vectors of those networks, to include
the network in thelearning process and model the similarity learning as a fine-tuning
step. Likewise, we should add another layer of pertaining before similarity learning

and perform a domain adaptation (Gururangan et al. 2020) to our corpus.

5. (Dis)similarity between the poetry of realism and the poetry of

modernism

5.1. Hypotheses from Literary Studies

In the following, we continue a discussion in German literary studies about the re-
lationship of poems of realism to those of early modernism and the special position
of naturalistic poetry in this development. We hope to contribute to this discussion
by a mix of explorative methods and hypothesis testing. To enable the latter, we will
condense positions in the debate into three hypotheses related to this transformation.
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Hypothesis 1: The poetry of naturalism, as represented in the anthology “Moderne Dichter-
Charaktere”, is predominantly traditional rather than modernist. The question of where
exactly naturalism can be located between realism and modernism has been debated
many times. In this context, the anthology “Moderne Dichter-Charaktere”, which is part
of our corpus, is considered central to naturalist poetry. The anthology’s introductions
emphatically assert the novelty and revolutionary character of the texts (especially
Conradi 1885: I-1II). Research, on the other hand, is mainly of the opinion that these
statements are exaggerated and that the poetry of the anthology is, on the whole,
traditional (Vietta 1992: 294; Fahnders 1998: 36 £.; Sprengel 1998, 1998: 621; Austermiihl
2000: 350 £.; Lamping 2000: 145 f.; Andreotti 2014: 17). However, some scholars, even
if they consider the anthology as a whole to be traditional, argue that it was at least
innovative in terms of content since new themes such as ‘big cities’ or ‘social issues” were
addressed (e.g. Fahnders 1998: 36 f.).

Hypothesis 2: Modernist poetry is heterogeneous, that is, more heterogeneous than realist
poetry. While the poetry of realism, or at least the mass-produced poetry of this period,
is considered by researchers to be relatively homogeneous (e.g Stockinger 2010: 88),
modernist poetry is highly diverse, according to many scholars, given the simultaneity
of a wide variety of literary movements(Anz 2007: 330 f.; Becker and Kiesel 2007: 30;
Fahnders 1998: IX, 4). But the hypothesis of modernist heterogeneity has its limitations.
For example, some researchers support the view that modernism is homogeneous at least
insofar as it responds to the samesocial-cultural problems (Vietta 1992: 30 f; Fihnders
1998: 9 f; Becker and Kiesel.2007: 30; for further statements on the homogeneity of
modernist poetry see H. Friedrich 1992: 140-2; Lamping 2008: 13). One researcher,
therefore, argues that the period around 1900 was characterized by a “homogeneity
of the heterogeneous” (Fahnders 1998: 11). Despite these limitations, most scholars
would probably agree that modernist poetry is at least more heterogeneous than the

poetry of realism.

Hypothesis 3: There is a fundamental “rupture” between modernist poetry and earlier, more
traditional poetry. This view was already held by contemporary authors, critics, and
anthologists, who spoke of a ‘revolution’ in poetry (as an example from the corpus
anthologies see Bethge 1905: 13f.; cf. on contemporary statements H. Friedrich 1992:
141; Anz 2007: 333; Lamping 2012; Wieland 2019: 17). Many researchers also empha-
size major differences between modernism and previous literary periods, often using
the metaphor of “rupture” (H. Friedrich 1992: 20; Kiesel 2004: 141 f.; Frick 2007: 97
f.; Goltschnigg 2007: 169; Lamping 2012; Andreotti 2014: 5; without this metaphor:
Klinger 2002: 160; Lamping 2000: 140; Lamping 2008: 11,13). But the “rupture”-thesis
is also partly qualified. For example, it is emphasized that modernism still refers to
traditions (even though it uses them in new ways) (Kiesel 2004: 142 f.; Frick 2007:
98 £.; Goltschnigg 2007: 169). Others argue that many relevant authors were located
somewhere between realism and modernism or that they combined traditional as well
as new elements, which implies a smoother transition between periods (see for C. F.
Meyer Selbmann 1999: 149, 152; for Fontane (!) Selbmann 2007: 201; for Baudelaire,
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Rilke, Hofmannsthal, and Kafka Lamping 2012). Still, others relativize the novelty of
modernism in general (Hiebel 2005: 27; Anz 2007: 333). Thus, hypothesis 3 is partly
controversial in research.

It is possible to combine the aforementioned hypotheses in a visual model. The purpose
of this model is threefold: it visually summarizes the research hypotheses, it relates
the hypotheses to one another, and it demonstrates that all hypotheses about similarity
and dissimilarity combined offer a fairly comprehensive interpretation of the transfor-
mation from realism to modernism, again underscoring the relevance of similarity as
a category of analysis. In the model, each point represents a poem. The greater the

Figure 5: Model of the distances between poems of realism, naturalism and modernism
according to research:

distances between the points, the more dissimilar the texts. The distances are not based
on calculations but on a hermeneutic understanding of the research and are meant as
rough approximations of general ideas. One can see that the distances within realism
are smaller than the distances within modernism. It is also visible that there is a strong
division between realism and modernism and that the naturalist poems tend to gravitate
more towards realism than modernism.'”

Admittedly, this model is not explicitly advocated in research. Only rarely does a single
scholar state all the hypotheses that the model synthesizes. Like any model, it repre-
sents only a section of reality and neglects other aspects, such as the differentiation
of individual dimensions of similarity, or synchronic and diachronic period-internal
differentiations of, for example, individual authors, groups of authors, or literary move-
ments. Some aspects of the model are, as explained, controversial in research, but it is

13. Distances within naturalism should not be given any further significance; no research hypotheses were
considered in this regard.
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all the more interesting to examine whether our results fit the model and the underlying
hypotheses.

5.2. Results

For a first exploration of the (dis)similarities between realism and modernism, we
project the poems into a two-dimensional space (Fig. 6). Some similarities with the
model derived from research (Fig. 5) become apparent. In particular, a distinction
between realism and modernism is evident, even though the separation is far from
perfect since there are numerous overlaps between the two periods. Furthermore, it is
consistent with the research model that the naturalist poems tend to stay within the
realist spectrum and hardly enter ‘decidedly modernist’ areas. However, it is necessary

to test the hypotheses from literary studies more precisely than just by explorative means.

Figure 6: Poems embedded with both vanilla GBERT-alllayers-meannorm (see. Fig. 2) and
FastText-meannorm transformed to reflect the aspect ‘content’ (see table 1) projected in
2-dimensional space using UMAP (McInnes et al. 2018).
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Hypothesis 1: The poetry of naturalism, as represented in the anthology “Moderne Dichter- 476
Charaktere”, is predominantly traditional rather than modernist To test the first hypothesis, 477
we examined the similarity of the programmatically naturalistic anthology “Moderne 478
Dichter-Charaktere” to the realism and modernism corpora. In addition, we measured 479
the distances between the poems within the latter two corpora to be able to assess the 480

comparative analyses more accurately. The boxplots show that overall and for each

Figure 7: Distances between poems from Realism/Naturalism and Modernism/Naturalism and
poems within Realism and Modernism. Distances in ‘content), ‘style’, ‘emotion’ and ‘overall’ are
measured in the space of paraphrase-XLM-R embeddings transformed via similarity learning
(see section 4.4). Distances in ‘form’ are measured in the Feature-Form embedding space (see
section 4.1). Each boxplot represents pairwise euclidean distances of 2000 samples with a size
of 20 poems.

481
individual dimension ‘content’, ‘form’, ‘style’, and ‘emotion’ the distances between natu- 482

ralism and realism are smaller than the distances'* between naturalism and modernism. 483
At the same time, the distance between the naturalism and realism corpus is larger 484
than the distance between the poems within the realism corpus. Surprisingly, in the 485
dimension ‘content’ no higher proximity to the modernism corpus is seen. 486
A stronger similarity between naturalist and modernist poems would have been expected 487
based on the literary-historical theses we have mentioned above. As expected, the anal- 488
yses support the thesis that the naturalism corpus is more similar to the realism corpus 489

14. We tested for significance and all differences are highly significant. To make sure this is not solely an effect
of the large sample size we randomly selected 100 texts, but the differences stay significant. New guidelines
usually recommend complementing p-values with effect size. In our case this is not easy to apply, because the
measure is not grounded in an intuitively comprehensible unit.
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than to the modernist corpus. However, a more detailed look shows that differences can
be found in the individual dimensions. This could indicate that the naturalistic poems
probably do not use the same means as realistic poems. What exactly these differences
are should be investigated in a further study. However, equating naturalist with realist
poetry falls short in any case since the internal distance in the realism corpus is smaller
than that in the comparison between naturalism and realism. It should be emphasized
that we have studied the effect only for the anthology “Moderne Dichter-Charaktere”
and only using its short poems, as stated above. Further study would have to take into

account that the modernism corpus also contains some naturalistic poems.

Hypothesis 2: Modernist poetry is heterogeneous, that is, more heterogeneous than realist
poetry. From now on, when we compare realism with modernism, we no longer include
the naturalist poems in our calculations and visualizations, since we have seen that
naturalism is located somewhere between realism and modernism. However, we now

distinguish in modernist texts canonical and non-canonical authors in order to point

out some peculiarities of the canonical poems. "

Figure 8: Distances within poems from Realism, Modernism and canonic Modernism. Distances
in ‘content), ‘style’, ‘emotion’ and ‘overall’ are measured in the space of paraphrase-XLM-R
embeddings transformed via similarity learning (see section 4.4). Distances in ‘form’ are
measured in the Feature-Form embedding space (see section 4.1). Each boxplot represents
pairwise euclidean distances of 2000 samples with a size of 20 poems.

15. In our study, in accordance with German literary history, Stefan George (6 poems), Hugo von Hofmannsthal
(6 poems), Arno Holz (19 poems), Else Lasker-Schiiler (3 poems), and Rainer Maria Rilke (24 poems)
represent canonical modernism.
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To test hypothesis 2, we compare the distances within realism with those within mod-
ernism (Fig. 8). In all dimensions, the distances within modernism are greater than in
realism, most clearly in the dimension ‘form’. Thus, the hypothesis that modernist poetry
is more heterogeneous than realist poetry can be confirmed by our data. However, the
differences in heterogeneity are mostly small and should not be overemphasized. Mod-
ernist poems by canonical authors are slightly more heterogeneous than non-canonical
poems regarding the dimension ‘form’. Otherwise, the canonical poems are not charac-
terized by greater distances among themselves than non-canonical modernist poems.
On the contrary, the distances for the dimensions of style and especially emotion are
much smaller within the canonical texts than within the non-canonical modernist po-
ems. All in all, the canonical texts are no more heterogeneous than the non-canonical
ones. This is surprising, since one might have expected a particularly high degree of
individuality and thus heterogeneity in the canon. In any case, it must be kept in mind
that the subcorpus of canonical modernist poems is very small (58 poems, 5 authors),

which limits the validity of the results. Further research is needed here.

Hypothesis 3: There is a fundamental “rupture” between modernist poetry and earlier, more
traditional poetry. It is difficult for us to say, based on our data, whether the distance
between realist and modernist poetryis particularly large, since we do not know the
distances between other literary periods with which we could compare our results to.
But we can compare the distance between realism and modernism with distances within
periods, for example with those within realism. If the distances between realism and
modernism are greater than within realism, it can at least be said that modernism is
different from realism.

In all dimensions, the/distances between realism and modernism are larger than the
distances within realism. However, these differences in distance are not enormous.
Moreover, the two-dimensional plot above (Fig. 6) shows that modernist poems appear
not only outside realism, but often within the realist spectrum as well. All in all, to
speak of a fundamental ‘rupture’ between the periods seems exaggerated, at least for
our data.

One might assume that researchers use the metaphor of ‘rupture’ because they focus on
other, namely canonical texts. The distance between realism and canonical modernism is
indeed larger than the distance between realism and non-canonical modernism regard-
ing the form, and at least a tiny bit larger for the dimensions ‘content” and ‘overall’. But
in terms of style, canonical modernism is no further from realism than non-canonical
modernism, and in regards to emotion, the distance between realism and canonical
modernism is even smaller than between realism and non-canonical modernism. Thus,
our results do not show that the distances between canonical modernism and realism
are systematically larger than between non-canonical modernism and realism. The
idea that the canonical texts set a trend that the non-canonical texts follow, just not as
decisively, cannot be confirmed.

One might expect the canonical modernist poems to be at least closer to the non-canonical
modernist texts than to the realist poems, but this is not true either, according to our
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Figure 9: Distances within poems from Realism and between Realism/non-canon Modernism,
Realism/canonic Modernism and non=canon Modernism/canonic Modernism. Distances in
‘content’, ‘style’, ‘emotion’ and ‘overall’ are measured in the space of paraphrase-XLM-R
embeddings transformed via'similarity learning (see section 4.4). Distances in ‘form’ are
measured in the Feature-Form embedding space (see section 4.1). Each boxplot represents
pairwise euclidean distances of 2000 samples with a size of 20 poems.

data: The distances from canonical modernist poems to realist texts on the one hand
and to non-canonical modernist texts on the other hand do not differ significantly. In
the case of the dimension ‘form’, the canonical modernist poems are even closer to the
realist ones than to the non-canonical modernist ones.

The results for the canon are counter-intuitive and call for further research. Again, our
observations may have something to do with the fact that our subcorpus of canonical
texts is very small and that we only analyze short poems.

To further explore the differences between modernist and realist poetry in our vector
space, we constructed a timeline from a graph network. The network was created using
all pairwise distances (or similarities more precisely) between the document vectors. For
all dimensions except ‘form’, the distances are based on the vectors of paraphrase-XLM-R,
after the adaptation with similarity learning. For “form’, only the formal feature vector
similarities were used. All distances were standardized per dimension to lie between 0
and 1 (due to the different metrics used to determine the vector distances).

Each node in the graphs represents a span of 5 years (i.e. 1865 for the span 1863-1867).

The edge between two year slices is depicted by the mean distances of a sample of 30

poems - if less than 30 poems were available, poems were drawn multiple times. The
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Figure 10: Graph timelines for the ‘content’ and ‘form’ dimensions based on the mean pairwise
similarities of 30 poems, sampled for each 5-year time span, based on the similarity-adapted
vectors of paraphrase-XLM-R (content) and the formal feature vectors (form). See appendix for a
larger version of this figure.

Figure 11: Graph timelines for the ‘emotion’ and ‘style’ dimensions based on the mean pairwise
similarities of 30 poems, sampled for each 5-year time span, based on the similarity-adapted
vectors of paraphrase-XLM-R. See appendix for a larger version of this figure.

alpha of one edge between two years visualizes the degree of their similarity based on 564
the chosen poems."We only used poems where the corresponding years were manually 565
checked and corrected by us if necessary. This amounted to 321 poems between 1845 566
and 1911 specifically. 567
From this visualization which is based not on the assignment of the poems to a period 568
by the editors of the anthologies, but on the publication date of the poems, we can 569
make some observations. In terms of form, we can surmise from the timeline that realist 570
poems are more similar to each other and thus more homogenous than modernist poems 571
are (coinciding with our findings from hypothesis 2). Additionally, the further the 572
nodes are away from realism, the weaker the similarity becomes, implying that later 573
modernist poems become even more estranged from the form of realist poems. The 574
networks for content and style seem similar: both suggest a kind of split between the 575
epochs, hinting at the possibility that modernist and realist poetry have a higher inter- 576
than extra-epochal similarity (coinciding with our findings from hypothesis 3). The 577
timelines could potentially not only help with identifying whether a rupture between 578

the epochs exists or not but also when exactly such a rupture occurs. While ‘style’ shows 579
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its split around 1880, the split for ‘content” appears to be at around 1885, implying
that the change from realism to modernism first became apparent in style and then in
content. For “emotion’, we cannot discover any kind of pattern in the timeline, suggesting
that emotions thematized or expressed in the poems might contribute to a continuity
between the two epochs.

In summary, we were able to confirm some important hypotheses from literary studies,
while differentiating or relativizing others. Our data supports the view that naturalist
poetry is closer to realism than to modernism; however, simply equating naturalist and
realist poetry would not be appropriate. We showed that modernist poetry is indeed
more heterogeneous than realist poetry, even though the differences are limited. Finally,
our findings suggest that the change from realism to modernism was an evolutionary
transition rather than a revolutionary disruption. The results encourage increased at-
tention in literary history to processes of gradual, limited change, rather than thinking
only in terms of either stasis or rupture.

The assumptions made in this section are still only based on exploratory visualizations
and comparatively little data. Subsequent research could expand this subcorpus of
year-annotated poems (most importantly including longer poems as already mentioned)
while further research questions could investigate these assumptions, e.g. whether the
rupture between the epochs could have happened at slightly different points in time for
different dimensions or whether ‘form”really is the most suitable dimension to measure
homogeneity and heterogeneity within realism and modernism for example.

In a recent article (Underwood and So 2021) discuss the question of whether the map-
ping of cultural artifacts to some spatial representation is not ‘distorting’ them, whether
cultural relationships obey.a spatial logic at all. Their experiments show that even
if we have some seemingly convincing arguments against this kind of mapping, we
accumulate more and more empirical evidence that it works very often astonishingly
well. Our paper adds:to this evidence: Textual representations in high-dimensional
space seem well-suited to express even complex text models though more empirical
work may expose its shortcomings in the future. In the meantime, we hope our approach
can be used to reevaluate our understanding of the fundamental concept of similarity,
not only in Computational Literary Studies.
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Data can be found here: https://github.com/cophi-wue/jcls2022-poem-similar
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7. Software availability
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Abstract. Computational poetics encompasses the wide range of challenges implicit
in analyzing and generating poetry - in all of its many forms - through computational
techniques and frameworks. In this paper we build on a nascent body of work that has
proposed the use of the limerick as a “model organism” for computational poetics, and
in particular the use of Benchmarked Poetic Minimal Pairs (BPoMP) as an investigative
framework, especially for the evaluation of the poetic abilities of deep learning language
models. To that end, we include results for two new BPoMP tasks of interest for limerick
analysis - the word deletion task and the limerick completion tasks. We include a release
of a data set for the deletion task. We also offer up a suite of an additional ten BPoMP

challenges whose precise formulations still require detail.

1. Introduction

Much less would I care to try sliding [limericks] through the ... apertures
of a calculating machine, in order to discover the leading ”traits” or themes
with which they are concerned, even assuming that anything meaningful
could be learned in such a way. — Gershon Legman, The Limerick (1969)

7

What do computers “know” or recognize about poetic form? And can they “learn”
about poetry? This paper explores such questions under the heading of “computational
poetics,” using limericks as a paradigmatic case or a model organism, first introduced
in (Abdibayev, Igarashi, et al. 2021) and elaborated on below. We use an experimental
framework called “minimal pairs” to examine the extent to which language models
(Jurafsky and Martin 2021) can discern elements of poetic language and form as well as
the poem’s overall integrity.

Nearly fifty years ago, the folklorist and limerick historian, Gershon Legman, expressed
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his distaste at the very idea of the computational analysis of limericks, a particularly folk
poetic kind (see epigraph). But despite these admonitions, recent work (Abdibayev,
Riddell, and Rockmore 2021; Abdibayev, Igarashi, et al. 2021) has focused attention
on the limerick for several reasons, viewing the limerick as — borrowing from the life
sciences —a “model organism” for computational poetics.

In the life sciences, many disciplines rely on model organisms: a handful of organisms
are studied for their “representational scope,” that is, their ability to stand in for many
other organisms and phenomena and thereby ”create knowledge that can be projected
beyond the immediate domain in which it was produced.” For example, the weed known
as thale cress is a key model organism for the broader study of the genetics, evolution,
and development of many plant species (Ankeny and Leonelli 2020). Other familiar
model organisms include the fruitfly (drosophila), the roundworm (the nematode C.
elegans), and the mouse (Mus musculus). Each has the property of simplicity — at least
relative to their larger research environment — as well as some degree of pliability and
clarity vis-a-vis interrogative pathways. That is to say, model organisms are generally
chosen both for the ease with which a potentially influential parameter can be isolated
and then tweaked as well as the ability to understand the effect of that modulation
on a phenomenon of interest. C. elegans has only 1000-3000 cells (depending on how
you count), a few hundred neurons, and about 20,000 genes. Drosophila turn over a
generation every week. Questions of evolution, genetic engineering, and neuroscience
have the potential of being answered at these scales of time, space, and components, and
with that, provide a solid platform for broader speculation. In general, model organisms
have been critical for the important advances that have been made over at least the
past half-century (including several Nobel Prizes) in human genetics, neuroscience,

reproductive science, botany, and biology.

Poetry — the complexinterplay of sounds, thythm, words, meanings, narrative, visual
formatting, and more — is manifested across a wide range of forms. Such diversity
can prove challenging in the search for general principles that might apply across
computational approaches. Hence isolating a particular form like the limerick provides
a good place to start. The limerick is a relatively short and simple form that happens to
have a high density of poetic features: five verse lines with an aabba rhyme scheme and
a 3-3-2-2-3 accentual-metrical arrangement; the presence of trisyllabic feet, i.e., anapests,
dactyls, amphibrachs, depending on how one recites or hears the poem; and usually a
condensed, humorous narrative structure (for a fuller discussion of the limerick form,
see Preminger, Brogan, and Warnke (1993)). These features can be manipulated, as
we have done in our various experiments to date. Limericks also serve as a valuable
model because language models in widespread use today tend to require short texts,
and the limerick form has high linguistic-formal interest relative to its brevity (Liu et al.
2019). The notion of a model organism for literary study was first popularized in the
seminal paper of Mary Poovey (Poovey 2001), who argued that lyric poetry served
as the model organism for literary criticism. We hew somewhat more closely to the
analogy and inspiration from the sciences. The limerick form is an experimental and
analytic environment where progress is highly likely, and our method and findings may
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be generalizable to other short poetic forms (for example, epigrams, haiku, clerihews,
quintains, and even sonnets) — and, beyond that, to longer poetic forms and potentially

literary language generally.

We therefore join existing work in computational approaches to poems in English, both
those engaged in machine reading and machine writing. We contribute to work that
seeks to automate the detection and analysis of poetic features, language, or kinds
(for example, see (Anttila and Heuser 2016, Houston 2014; H. Long and So 2016))
and work where computers are trained to output or compose poetry (for example, see
(Ghazvininejad et al. 2017; Lau, Cohn, et al. 2018)). In particular, Long & So’s work
in ”literary pattern recognition” and their stylistic taxonomy of the haiku inform our
work with a similarly short poetic form. More generally, we also take our cue from
foundational applications of machine learning to literary texts (Bode 2018; Algee-Hewitt
2017; H.J. Long 2021; Piper 2018; So 2020; Underwood 2019). The model organism of the
limerick also promises to contribute to formalist investigations of English poetry. Our
project complements work like the Princeton Prosody Archive and other endeavors that,
in concert with the “New Formalism” and “Historical Poetics,” have brought sustained

attention to poetic form in literary study in recent years.'

Finally, we build here on
other recent work in computational poetics and language modeling: the minimal pairs
method was introduced for limericks (Abdibayev, Riddell, and Rockmore 2021) and
then slightly expanded in (Abdibayey, Igarashi, et al. 2021) with a system for detecting
some of the main features of the limerick form while also producing a publicly available

data set of limericks.? We make use of that data set herein.

Our main contribution in this paper is to continue the expansion of the testbed of
“minimal pairs” challenges for poetry, the “benchmark of poetic minimal pairs” (BPoMP)
(Abdibayev, Riddell,.and Rockmore 2021), which are inspired by the “benchmark of
linguistic minimal pairs” (BLiMP) framework (Warstadt et al. 2020). We describe BLIMP
and BPoMP in greater-detail below. The first poetic minimal pair tests evaluated the
degree to which language models could detect limerick end rhymes from non-rhymes
and the overall limerick structure (Abdibayev, Riddell, and Rockmore 2021). In this
paper we report on a test set and results pertaining to new BPoMP challenges: word
deletion and a synthetic fifth line. The former tests if a language model can distinguish
a given limerick from a version of it with missing words (in the sense of identifying
the former as more limerick-like). The latter creates the challenge of distinguishing an
original limerick from a version of it where the original fifth line has been replaced by
a computer-generated one. Both of these challenges recall various aspects of literary
and textual practice, from erasure poetry to popular limerick completion contests held
during the early twentieth-century “great limerick boom” (McInerney 2001).

We release a new BPoMP data set concurrently with this paper, freely and publicly

1. ‘See, e.g., The Princeton Prosody Archive (https://prosody.princeton.edu/) and the essays deriving
from it.

2. The collection of limericks used therein is available at Zenodo: https://zenodo.org/record/5722527.
These limericks comprise a cleaned subset of a larger corpus, also filtered as best as possible to adhere to
formal limerick structure as well as to exclude offensive language. See the documentation at the site as well as
the paper referenced in text.

JCLS, 2022, Conference 3

57
58
59

60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78

79
80
81
82
83
84
85
86
87
88
89
90
91
92
93

94


https://prosody.princeton.edu/
https://zenodo.org/record/5722527

CONFERENCE Limericks and Computational Poetics

available, thereby enabling reproducibility of results in computational poetics. The
combination of a curated and publicly available corpus of material with open source
models produces a “standard package” (in the sense of Fujimura (1992)) for deep
learning in computational poetics, and creates new opportunities for other computa-
tional literary studies scholars to engage with the machine learning techniques and tools
for critical and creative work in poetry and literature. This research enhances literary
scholarship by providing a testbed for evaluating the extent to which computers can
analyze and compose short verse. Furthermore, a set of “benchmarked” computational
poetic tasks creates a familiar setting for computer scientists and especially the deep
learning community, by articulating measurable targets for interrogating the poetic
capabilities of current and future language models. In addition to the deep exploration
of deletion and completion tests explored below, we include a suite of new tests, whose
design — which can be subtle - is still underway. We hope that by introducing this
next set of tests herein we are able to foster interest and collaboration in the broader
community in the BPoMP schema. In the next section we give some more background
on language models, BPoMP in general, and our two new BPoMP challenges. In Section
3, we explain in detail the deletion tests and the completion test and our results. Section
4 is a discussion of the tests, including implications for poetics. We close in Section 5
with discussions of future work.

2. Background

In this section we give a brief overview of the language models that we are evaluating
using our minimal pairs method. We then give more detail on the BPoMP construct as
well as some discussion.of the word deletion and last line completion minimal pairs.
We also describe the corpus (OEDILF) from which we source our limerick data set and
the filtering process that produces the data sets for these experiments.

2.1. Language Models

The renaissance of neural network models (often marketed under the heading of “deep
learning”) has greatly advanced expectations for a machine’s ability to perform machine
reading and machine writing. Applied to language modeling (Jurafsky and Martin 2021;
Goldberg 2017), these models present exciting opportunities for research in literary
studies and computer-supported creative work.

Our work explores the power of the GPT-2, BERT, TransformerXL, and (causal) XLNet
language models. Each is based on the computationally efficient “Transformer” archi-
tecture (Vaswani et al. 2017), a basic mathematical model that, given some text, predicts
with varying probabilities the surrounding text in any human-produced text instance.
This is an encoding of each word in the vocabulary as a vector, which is effectively a
list of numbers. This model depends on a range of numbers — parameters — that have
been set according to the likelihoods of various text strings occurring in a large body of
text, such as all the writing in Wikipedia. Pre-training is the algorithmic setting of these
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parameters based on the example text corpora.

The Transformer architecture derives from the better known ideas and architectures
based on and inspired by “neural networks” (see e.g., Gurney (1997)), which are them-
selves loosely modeled on the “wet” network of neurons in our own brains: connected
collections of billions of simple cells (neurons) whose signaling patterns underlie the
abilities of all animals to encode learning and learned behaviors. Early neural networks
with a relatively small number of (mathematical) neurons were but one of a large
number of basic “classifiers,” mathematical models for segmenting data and predictive
algorithms.” It was something of a surprise that when the model sizes were dramatically
increased — going from tens of parameters to orders of magnitude larger — that neural
networks showed great and in many ways unforeseen abilities to do data discrimination
and prediction. Modern machine learning continues to ride the wave of the strength of
these architectures and modern computing has enabled the ability to continuously fit

more and more parameters in models of increasing size and complexity.

“GPT” stands for Generative Pre-trained Transformer. GPT, GPT-2, and now GPT-3
(Radford et al. 2019; Brown et al. 2020) are the three generations of a basic - GPT -
architecture specially designed to produce human-level text. They come in “sizes”
(small, medium, large, etc.,) and the successive generations are largely distinguished by
the expansion of the number of parameters embedded in the models and the requisite
sizes of the (pre-) training sets needed to tune these models — tens of billions in the case
in GPT-2 and hundreds of billions in the case of GPT-3.

“BERT” stands for Bidirectional Encoder Representations from Transformer. The “bidi-
rectional” modifier reflects amodel that looks at word sequences both backwards and

forwards for training (Devlin et al. 2018).

“TransformerXL” (Dai et al. 2019) is a causal language model, meaning that unlike
BERT it only uses preceding words to predict the next word. Its standout ability is the
addition of arecurrence mechanism, which is a form of machine memory. Information
from previous word sequence segments processed by the model (a fixed-length context
window of words that the model uses to predict the next word) is carried over to the
next segment, which theoretically allows Transformer-XL to look farther behind in text

to make a good prediction.

“XLNet” is an evolution of aforementioned TransformerXL model that uses a clever
mathematical trick to approximate all possible orders of words in a sentence, where
instead of a fixed-order (left to right) context, the model is exposed to a randomly per-
muted sequence of all words that both precede and succeed the word we are predicting,
while predicting the last word (or last few words) of this sequence. Since the new
context includes tokens both from the left and right of the original context of the target
word, the model is bidirectional like BERT. At the same, time it can also be used for
left-to-right decoding (i.e., generation), like GPT-2 (Yang et al. 2019).

3. The origin story goes back to McCulloch and Pitts’s original modeling of neural activity (McCulloch and

Pitts 1958) and later, Rosenblatt’s invention of the “perceptron,” a simple mathematical model of a neuron
(Rosenblatt 1943).
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2.2. BPoMP

The BPoMP method evaluates a language model by giving it a choice between a right
and wrong instance, where the wrong instance is a “minimally” doctored version of the
correct — original — instance. For example, one might have Poem A, but then replace a
single word in Poem A with a random word to create Poem B. The more capacious a
language model, the more reliably it is able to distinguish between the original and the
corruption. The design of minimal pairs to isolate a phenomenon of interest can can be

rather subtle.

There are three reasons to use BPoMP challenges when comparing language models’
ability to model poetry. First, the BPoMP challenges provide a useful “second opinion”
when considering model performance. Traditional measures of model “fit” such as per-
plexity (see e.g., Chen, Beeferman, and Rosenfeld (1998)) are often unreliable or difficult
to calculate in settings where the observed data is high dimensional. Performance on
BPoMP challenges, by contrast, is easy to calculate and to interpret. Second, the BPoMP
challenges can be used in settings where traditional evaluations such as perplexity are
unavailable. As examples of this, BPoMP can be used to compare two language models
which use different tokenization strategies and to compare a bidirectional language
model with a traditional (”causal”) language model. Third, using the BPoMP challenges
to evaluate models can yield insights into the strengths and weaknesses of particular
models. It is, for example, easy to imagine one language model performing better on
BPoMP challenges involving rhyme but worse on all other challenges. Such a result may
indicate that some component of the model is doing well at capturing regularities in
language that relate to rhyme. If this component can be isolated, it could be borrowed
by other models. While one might balk at leaving such evaluations of models to the
machine, recent work supports the use of machine — rather than human — evaluation
(Clark et al. 2021).

The preceding arguments in favor of the BPoMP challenges closely resemble those
offered in favor of the BLiMP challenge set (Warstadt et al. 2020). Whereas BLiMP helps
bring into focus the strengths and weaknesses of language models” ability to adequately
model differences between grammatical and ungrammatical sentences, BPoMP helps
researchers characterize models’ capacities to capture differences between poetic and
non-poetic language.

In Abdibayev, Riddell, and Rockmore (2021) a dataset of 10,000 minimal pairs of limer-
ick/corrupted limericks were used in a task of “choosing” between the two options to
determine the original limerick. Transformer-based models were used. The minimal
corruptions were (1) shuffling two rhyming end-of-the-line words, (2) shuffling two
rhyming lines, (3) replacing an end-of-the-line word by a non-rhyming synonym. While
the models identified the original limerick at rates better than chance, there was a good
deal of room for improvement. It is fair to say that the models have yet to demonstrate
that they have developed an ear for poetry.

This work on detecting formal elements (poetic analysis) complements, but takes a
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fundamentally different approach from, useful, existing prosodic parsers and peda-
gogical tools — e.g., “Prosodic” and “For Better For Verse.”* Whereas such tools are
focused on discerning or teaching meter, our standardized package is concerned with
investigating more fundamentally — via our adaptation of the minimal pairs method —
what “poetic knowledge” a language model possesses or can learn, and therefore has
a more comprehensive scope which includes not only accentual patterning but other

formal elements (rhyme, musical devices like alliteration, and so on).

2.3. Word Deletion

Word deletion is the focus of one of the new minimal pair benchmarks in this paper. In
short, a language model is presented with a limerick and a near twin, corrupted by the
removal of one, two, or three words. The model then “chooses” between the two by
calculating the likelihood of both poems. The text with the higher likelihood wins. This
textual challenge probes the models” ability to discern the semantic, syntactical, and
grammatical integrity and form of the limerick genre. Word deletion should disturb
these qualities and a language model should know this in the probabilistic sense in
which it “knows.”

The word deletion tasks also recalls certain textual and literary practices. Presenting our
models with an original text and a version of the same text with missing words mimics
the longstanding problem of omissions in the historical transmission of texts. Missing
words are an inevitability in'the manuscript documentary record, and the scholarly
practice of textual criticism-has codified various kinds of deletions. For example, a
manuscript might be missing.words because of saut du méme au méme: when the same
word is repeated in close proximity, the scribe ”copies the text as far as its first occurrence
... then looking back at the exemplar to see what he must copy next he inadvertently fixes
his eye on the second occurrence of the word and proceeds from that point.” The result
is that ”the intervening words are omitted from his copy” (Reynolds and Wilson 1991).
Missing words and other such common errors degrade the transcription, but are crucial
for textual scholars in positing the relationships between different manuscripts (that is,
the practice of stemmatics or stemmatology): missing words can help to establish how
related or unrelated a given manuscript is to other manuscript copies of the ”original”
(the archetype) (Reynolds and Wilson 1991). The deletion-based BPoMP arguably
resembles the first and most fundamental step in such textual scholarship — to identify
the more “correct” or more likely text, which is not missing words — and measures how
well models can automatically carry out this task.

In a different literary context, the minimal pairs challenge also evokes erasure poetry.
An erasure poem is a type of found poem, where an existing composition written by
another is manipulated to create a new work through the blacking out or omission of
some words or letters (Erasure | Academy of American Poets 2021). Another way to look at
the deletion task, then, is that our algorithm is taking an original limerick and creating

4. On “Prosodic,” see https://litlab.stanford.edu/hooddistance. The longstanding digital humanities tool,
“For Better For Verse,” can be found at https://prosody.lib.virginia.edu/
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an erasure poem out of it. This task raises all sorts of questions about the human and
machine discernment of erasure poems. What exactly might distinguish “good” erasure
poetry from the randomized omission of a composition’s original words? Although
we are assuming for our purposes that the erasure poem is the ”incorrect” choice, how
might models learn to recognize legitimate or artistically compelling instances of erasure
poems? The task also raises interesting ontological questions about the nature of found

and manipulated poetry like erasure poems.

2.4. (Poor) Last Line Completion

Our second minimal pair experiment tests models on their ability to distinguish an
existing limerick from a similar limerick in which the fifth line of the original limerick
has been overwritten by a computer-generated fifth line. The first four lines of each
poem in the pair are identical. This experiment involves, then, a stage where a natural
language generation technique—whatever technique one uses—completes a four-line
fragment of a limerick with a plausible fifth line that fulfills some of the requirements of
the limerick form: primarily the a end rthyme (that rhymes with lines 1 and 2 in the aabba
rhyme scheme) and a line length that also generally conforms to those of lines 1 and 2
(typically the longer lines of the limerick in terms of the number of words, compared to
lines 3 and 4). (In our experiment, we did not require the synthetic fifth line to meet

the rhythm requirement of three stresses and triplet meter.)

This challenge asks the language model being evaluated to discern the original limerick
from the synthetic version.-This is testing whether or not the model has some minimal
sense of how limericks typically end. The machine-generated last line is not a typical
line, but it is a good fake, so:a model purporting to model narrative and/or semantics
cannot “cheat” by just looking to see if it has the right number of syllables and rhyme
scheme. Thus, thelastline completion minimal pairs also probe a language model’s
ability to encode coherence in the limerick. Note that is possible that a language model

performs well on.word deletion and not on line completion or vice versa.

This test pushes the definition of a “minimal” alteration to its limit in that we replace
an entire line of a limerick. Yet this aspect of the experiment recalls the history of the
limerick form. Although the origins of the limerick form are obscure, we do know that it
was initially popularized in the nineteenth century by Edward Lear’s A Book of Nonsense
(1846) and then reached another peak of popularity around the turn of the twentieth
century. During this latter peak — called by one limerick historian “the great limerick

boom” — several promotional competitions elicited the public to submit a final line for a

limerick fragment, for a chance at winning substantial prize money (McInerney 2001).

The most well-documented example in the limerick literature is a contest put on in 1907
by the cigarette company, J. Samuda & Co.(Legman 1969). Offering a prize of 3£ per
week for the rest of the winner’s life, Samuda’s contest asked the public to complete the

following limerick fragment, which advertised the company’s product:

That the "Traylee’s” the Best Cigarette,
Is a tip that you cannot regret:
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And in buying, I'll mention
There’s a three-pound-a-week pension, ...

Figure 1: ). Samuda & Co. advertisement

J. Samuda & Co.’s advertisement proclaimed that the competition would identify “the
greatest of all limericks,” but really, as the ad itself reveals, the competition was a
gimmick aimed at promoting a new product, Traylee Cigarettes (see Figure 1). Hence
contestants needed to mail in an order for the cigarettes in order to submit a fifth line
for the limerick. Evidently, ]. Samuda & Co. went on to hold several such promotional
competitions involving limerick completion, alongside other similar competitions put
on by others. In 1907 alone, there were more than 11 million postal orders for such
limerick contests. The winning line for J. Samuda & Co.’s 1907 contest was, “Two good
"lines” — one you give, one you get,” punning on “line” (the poetic line, the cigarette, and
the financial life line) (McInerney 2001).

In any case, what matters here is less the history of limerick contests per se than the
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fascinating resonances between the poetic challenges we have set for language models
and such historical practices and precedents. These resonances — between manuscript
omissions and deletions tasks, between popular poetry contests and the autoregressive
generation of final limerick lines — suggest a rich direction for future media archaeology-
and historical poetics-inflected inquiries into the history of poetry (and texts generally)
and the methodologies of contemporary computational literary studies.

2.5. Dataset

The limericks used for the research in this paper originated as a subset of the content from
the website The Omnificent English Dictionary in Limerick Form (”OEDILF”). Established
in 2004, it is an amateur, crowd-sourced project whose goal is to have at least one limerick
for every meaning of every word found in the Oxford English Dictionary. User-submitted
limericks are subject to approval by moderators, and, if approved, are published on the
website.” Among the benefits of OEDILF is that it comprises a large number of limericks
which can be sorted according to different categories of metadata.” On the website, the
limericks are organized according to different categories: (a) authors, (b) topics. Last
but not least, many printed anthologies of limericks highlight particularly misogynistic
and/or racist limericks. While OEDILE has its share of ribald poems, it skews in such a
way that it provides a large archive of poems from which we can create a good corpus.

We work from a subset of OEDILF originally gathered in (Abdibayev, Riddell, and
Rockmore 2021). Therein, two levels of filtering reduced the original 110,610 published
limericks to a set of 65,000.. The first level was based on simple structural criteria
(limericks must have 5 lines'and must use words — rather than symbols, like emojis or
formulae). A next level kept only those limericks that verifiably — by machine - satisfied
basic structural properties. Specifically, only limericks where all end-of-the-line words
could be verified by machine as satisfying the rhyme scheme were kept. For our fifth
line completion task we only picked limericks whose end rhyme words for the first and
second lines could belocated within our rhyming dictionary. We then used this set for
our beam-search algorithm to generate synthetic fifth lines (see section 3.4).

For the deleted words minimal pairs, we further filtered limericks to keep only those
where at least three end-of-line words are found in Merriam-Webster’s Collegiate The-
saurus. This produces 34,699 limericks from which we sampled 10,000 limericks (to
reduce computational burden). Later we used this smaller set as a testing ground for
the delayed beam-search task.

3. Experiments and results

In this section we set up our experimental procedure and present the results. We first
flesh out our experimental design that serves as a framework for the BPoMP tests.

5. http:/ /http://www.oedilf.com/db/Lim.php?View=About
6. http://www.oedilf.com/db/Lim.php
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3.1. General structure of all BPOMP tasks

3.1.1. Probability of a sequence

The BPoMP challenges are probabilistic in nature, in that the final "judgement” of the
machine is a comparison of probabilities derived from a pair of inputs.

In the general schema, a language model G will take as input a variable length sequence
of words L, and for each word in the sequence output a probability distribution over
the possibilities of a word that it “thinks” should come next in the sequence. The
sample space W in our case is some predefined and finite set of words. The probability
distribution refers to the collection of probabilities P for all words in the set of words

known to the model, which we call its vocabulary.

A sequence L can be as short as a sentence or as long as a paragraph. The model produces
a probability for each possible next word in a set of words. The word with the highest
probability serves as the model’s best “guess” as to what comes next in the sequence,
based on what it has witnessed so far. During training we expose the model to gigabytes
of human written text, divided into chunks)called training examples, and correct the
model’s predictions of each word in these training examples — in the sense of modifying
an underlying algorithm to give more appropriate probabilities based on the truth —
based on words that precede the word in question.

31.2. Tokens

The machine works at aslightly finer level of granularity — tokens. In some cases tokens
correspond to whole words, while in others (such as ours) they might refer to subword
segments, such as astronomical being tokenized (that is split into tokens) as astro
and nomical. The vocabulary is then defined as all tokens that we have established
through the pre-processing of a — usually very large — training text into subword units
by means of a count-based compression algorithm (Sennrich, Haddow, and Birch 2015).

3.2. Formal definition of BPOMP

Having established these concepts we now can explain BPoMP’s structure in finer detail.
A language model G takes as an input two sequences S and S*, which correspond to
tokenized limericks L and L* and processes each independently, in no particular order.
L* is a transformation of L, or more formally L* = f (L), where f is a function that alters
(“minimally corrupts”) the original limerick L. The alterations are aimed at singling

out particular linguistic phenomenon associated with limericks.

By processing L, we mean outputting G(S) which will provide a probability P for each
token in S, the tokenized version of L. We denote all tokens in the vocabulary of the
model as V.

Once we compute the probability for each token in both S and S*, we compute the total
probability of sequences S and S*, via
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S|
P(S) = [ [ P(wlw;)
i=1

where w; is the word at a position i and w_; are all words before within the limerick.

Or, rewritten for clarity:

S|
P(S) =[Gy, ..., w;_p).

i=1

G(wy, ..., w;_q) is the language model’s estimate of an abstract “true” probability of
encountering token w; given words that come before it.

Note that some models, such as BERT, violate this formulation by considering the
”score” of each word by looking both at preceding and succeeding words. There are
workarounds to their more exotic ways of computing (Lau, Armendariz, et al. 2020)
what we can instead call the pseudo-likeliliood of a word (as these formulations do not
satisfy the formal properties of a probability distribution). We will not go into the details
of this as it does not contribute to the understanding of our experiments. Bigger models
(e.g., GPT2-medium v. GPT2) generally give estimates closer to the aforementioned
“true” probability.

In practice we work with log P(S) = Z log P(w;) instead of P(S) as it simplifies the

computation. However, for 51mphc1ty of exposition in the examples we will just use
probability P. The beauty of this approach lies in its simplicity and universality across
models: unlike explicitclassification it requires no pretraining and no additional compu-
tational units on top of existing model (adding which may introduce more discrepancies
in the comparison between models). Moreover, it opens up possibility of studying how
much “poetic knowledge” a model can learn without being explicitly constructed to do
sO.

We now can delineate the general structure of any BPoMP task. Given a tokenized,
human-written limerick S and its tokenized, automatically generated alteration S*, we
ask a model G to compute log P(S) and log P(5*). Comparing the two numbers tells us
whether the model finds the original or the alteration to be more likely. When it deems
the original more likely it scores a point. Our overall metric is then a simple accuracy
measure: divide the total points the model scored by the total number of test examples

used in the experiment. An example of a BPoMP test point is presented in Figure 2.

3.3. New BPoMPs

We now present two new BPoMPS that further refine our understanding of capabilities
of these large models to encode poetic concepts..
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Figure 2: Example of a BPOMP task, specifically, 5th line completion task. To the left is an original,
tokenized limerick with each token characterized by its own probability. To the right is an
altered limerick, where the 5th line was replaced by a machine-generated one. All probabilities
were produced by GPT-2 medium. The colors of probabilities correspond to magnitude. The
arrows represent what words were used by the model when predicting the outputted probability.
For simplicity, we didn't include all arrows from the second line onward (with the exception of
the first word for explanatory purposes). Every model receives a start token at the beginning of
every sequence, for which the probability is not computed (presumed to be 1).

3.4. New BPoMP Challenge 1: Random word deletion task

In this task we alter the original limerick by deleting M words, for M € {1, 2,3} (each
choice of M is a separate BPoMP task)..By “word” we mean any string that is at least
2 characters long, separated from other words by spaces. Whenever a word is deleted
(whether one or several) its surrounding punctuation is preserved. As noted above,
this task somewhat resembles the protocols of erasure poetry.

An important consideration is.sequence length difference. In this case the deletion
will create a twin that is shorter in word length. This in turn will trivially increase
its total probability because the summation of log-probabilities is equivalent to the
multiplication of regular probabilities, which in itself is lower for longer sequences on

average since we are multiplying numbers between 0 and 1. Thus, to correct for this

effect we rescale the total probability of each sequence by length. In other words, we
compare
IS|
P(Soriginal limerick) = E Z log P(w;lw;)
i=0
against

1 ‘ Soriginal limerick! -M
P(Saitered limerick) = S M Z IOg P(wf|w<f)’
| original limerick| — j=0

This formulation will be used throughout the paper.

The results (presented in Table 1) show that most models have no difficulty distin-
guishing between original limericks and limericks whose semantics were altered by

word removals. However, one model remains an outlier: XLNet performs very poorly
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Accuracy
Model Delete 1 word Delete 2 words Delete 3 words
GPT2 0.89 0.96 0.97
BERT 0.88 0.95 0.97
TransformerXL 0.772 0.8417 0.8816
XLNet 0.4589 0.4412 0.402
Human 0.95 0.975 0.925

Table 1: The BPoMP word deletion test. We delete a varying number (either, 1, 2, or 3) of

words (a word is at least two letters long) from a limerick. The task is to pick the original

limerick - i.e., to label the text that is most likely to be a limerick. The second line shows the

average (2 subjects) human (baseline) performance. All tested models easily solve the task.

compared to others. This can be attributed to the somewhat unnatural causal nature of

the task.

A second important consideration is the possibility that the three models that perform

well on this task (GPT2, BERT, and TransformerXL) are merely picking up on the

grammatical and syntactical conventions they have learned from their training data. In

other words, the models are basically functioning as grammar checkers on sentences

with missing words. That said, the training data for these models likely include poetic

language, and so these models are not only detecting standard prose usage. Still, in

order to begin to address this, in the second BPoMP task described below, we test how

well models can detect a real limerick ending from a synthetic one — and, in some of

those minimal pairs, the limericks exhibit comparable degrees of conformity to what be

considered as general and standard English language usage.

Human test subjects were tasked with a slightly different task: to mark if limericks

were altered or not. Thisis due to ease with which one can solve the machine task if

presented with both limericks. Their results are uniformly high: performance dips on 3

deleted words task, but that can largely be attributed to small sample size, and perhaps,

the greater allowance judges made for what passes as a legitimate limerick.

Below is an example of a random deletion task with 3 words removed from a limerick:

Low to the ground as it goes, Low to the ground as goes,
The centipede uses its nose centipede uses its nose

To find insects to eat, To find to eat,

While an army of feet While an army of feet

Moves what looks like a flexible hose

3.4.1. Deleting rhyming vs non-rhyming words

Moves what looks like a flexible hose.

Here we present an analysis of the effect of removal of thyming EOL (end-of-line)

words as opposed to any other word. We perform the exact same test on all models as

in the previous subsection. In the control group we exclude rhyming EOL words from

removal. If rhyming words carry informational importance for models then we expect

to see increase in accuracy. Table 2 summarizes the results.
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Accuracy
Model 1-r 1-nr 2-r 2-nr 3-r 3-nr
GPT2 0.9133 0.8991 0.9146 09556 09163 0.9819
BERT 0.8754 0.8888 0.8727 0.9505 0.8817 0.9801
TransformerXL 0.7464 0.7769 0.7488 0.841 0.751 0.8818
XLNet 0.2897 0.4978 0.2909 0.4931 0.2843 0.4712

Table 2: The BPoMP rhyming importance test. We delete a varying number (either, 1, 2, or
3) of either rhyming or non-rhyming words (a word is at least two letters long) from a limerick.
Rhyming word deletion is denoted as {1,2,3}-r in the table. Non-rhyming deletion is denoted
{1,2,3}-nr. The task is to pick the original limerick - i.e., to label the text that is most likely to
be a limerick. By looking at the difference in performance across ten thousand examples, we
can theorize on the importance of rhyming words to the models.

With the exception of GPT-2 in a single scenario we can conclude that thyming words

are not heavily utilized by the models and in fact tend to have lower importance in terms

of determining original limericks. This is in line with results obtained in (Abdibayeyv,

Riddell, and Rockmore 2021).

3.5. Transformer completion task: Beam Search and delayed Beam Search

In the Transformer completion task we compute the probabilities comparing an original

limerick and its corruption obtained by replacing the fifth line with a line generated

by another Transformer-based language model (a smaller version of GPT-2 — not one of

the models that is being tested) given the first four lines. We ensure that the machine

completion necessarily thymes with the first two lines according to the limerick rhyming

scheme. In human evaluation, participants picked out the machine-completed line in

all 40 of the test pairs:

3.5.1. Exact Search

To complete the 5th line using a causal model of language (such as GPT-2) we use an

algorithm called search, but more specifically, a variation on it called beam search that we

will outline in the next subsubsection.

To understand this algorithm we need to explain its purest form first — exact search.

Exact search works by considering every possible combination of tokens and computing

the sequence probability score for each. We then can choose the most likely sequence of a

desired length N using our trained models. The caveat is that we cannot exactly compute

the most likely sequence because the size of the search space grows exponentially at

each step.

As illustration consider generating a most likely sequence of length 5, such as “Jane vis-

ited during the snowstorm.” For a vocabulary of size 50, 265, the exact search for the most

likely sequence has the following total cost: the first step would take 50, 265 searches,

the second 2.5 (50,2562) billion searches, the third 126 trillion (50,256°) searches, the

fourth 6.38¢'® (50,256%) searches and the fifth 3.21¢%3 (50, 256°), which is one order of
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magnitude less than a trillion of trillions of steps.

On average, the 5th line of a limerick in our dataset is 10 tokens long (standard deviation

2.14). Thus, we had to consider different, less computationally intensive methods.

3.5.2. Beam Search

Beam search is an approximation technique that restricts the search terms to only a fixed

number (k) of sequences at a time, rather than all of them at once.

The first step is the simplest: on input of an initial sequence — the first four lines of
the limerick — the model produces a probability distribution (for the next word) over
all words in the vocabulary, V. . We rank them, with the k highest probability words
making it through the first round. In the second step, for each of the k words we compute
the probability for every possible next word in the vocabulary. With size of vocabulary
[V (50,256 word fragments for GPT2) and k words the total cost is k|V|. Similarly, in
every subsequent step, we generate a probability distribution over the entire possible
vocabulary for each of the k surviving words (or more generally, word sequences) and
then we re-rank the resulting k|V| sequences to leave only k most likely ones once again.
This is beam search. In practice, previous work (Shaham and Levy 2021) has found that
beam search performs surprisingly well despite its limited “field of view”.

Nevertheless, beam search can suffer from a tendency to produce k non-diverse se-
quences (Holtzman et al. 2019): that is, all of the highly probable outputs are very
similar, differing only in one or two words. It rarely ever explores the defined vo-
cabulary, preferring to generate articles (“the,” ”a,” etc.), as they are very frequently
encountered in any text, meaning that it almost never ends up producing a line that ends
with a rhyming word for many limericks. We find that we need to use k of size 500-700
to produce rhyming completions. Thus, to get as many limerick 5th line completions
as possible we ran this‘process for a set of 64,872 limericks which only yielded us 5330
(8%) completions for original limericks. The number is substantially higher (14,155) if
we count all completions of the same limerick that vary by end-of-line rhyme word. We
tested models with a sample of 10,000 pairs of original-completion pairs. Separately,
we sampled 20 pairs of distinct limericks (that is there were no same limericks in the
sample) and presented them to our human test subjects.

We accept the generated line as final if (1) we produce at most N tokens (a number
slightly higher than number of tokens in the original 5th line, typically by 2), (2) it
ends with a sentence stopping symbol, such as a period or an exclamation mark. The
second requirement serves as a partial stoppage in the stream of generation, but does not
necessarily mean that the model does not intend to keep going. This can be verified if a
model produces its own generation stop symbol (different from grammatical sentence
stoppage symbols) that in turn tells us that the model does not intend to continue a

sequence.

As Table 3 shows, models have a very strong preference for machine-generated comple-
tions, while humans do not. If completions were perfectly comparable to human written
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Model GPT-2 medium  BERT  TransformerXL XLNet (causal) Human
Accuracy 0.0736 0.1478 0.0253 0.415 1

Table 3: Accuracy for the “5th line replacement BPoMP test”. In this test a new 5th line
for a limerick is generated by a neural network model (base GPT2, 142M parameters) given the
original four lines. We generated the completions using the base GPT-2 model after using beam
search with results that end with a rhyming word. To preserve the quality of our task, these
completions have not been selected for a high probability of the sequence but tested on our
models regardless of their absolute probability as determined by base GPT-2 that generated
them. The limerick with the highest score as per the calculation is then "picked” by the machine
as the original. The last column shows the average (2 subjects) human performance on the task
of distinguishing the original limerick from the corrupted limerick.The results demonstrate that
models do not perform well at picking out machine completed limericks, while humans have no
trouble with the task.

ones, we'd expect parity between human and machine performance (floating around
0.5 mark). However, XLNet remains an outlier showing somewhat strong performance.
The fact that humans perform well on this task while machines struggle suggests that
humans have higher tolerance for what’s considered “valid” language. This further
suggests that the underlying model may need to incorporate a more expansive view of

what it means to “learn language” in order to “understand” or even identify poetry.
Below are two examples of originals and minimally altered limericks:”

Example #1:

. ) In my favourite recipe book
In my favourite recipe book E dish h hoto. T look
Every dish has a photo. I look very dishias @ prioto. 1100
At the words (on the page
At the words (on the page
) The pic faces) to gauge
The pic faces) to gauge

) the amount of time it takes for a dish to
How to roast, boil or fry what I cook.

cook.

Example #2:

Said a guy whose divorce just went through,

,,Séfld a gluy l:vhos; jlvorce (311.181' went through, "T'm so lucky to bid you adieu.
I'm so lucky to bid you adieu. Best of all is I won

At the lotto, and hon,
I'm so delighted to have you back.””Thank

Best of all is I won
At the lotto, and hon,

I don’t need to share any with you.” B

you,

3.5.3. Delayed Beam Search

To remedy the problem of certain limericks never yielding results using beam search
and specifically to produce diverse solutions, we utilize Delayed Beam Search (DBS)
(Massarelli et al. 2019). DBS samples the first few words (a number we choose empiri-
cally; in our experiments the number is 3) using top-p sampling (Holtzman et al. 2019)
and then switches to a regular beam search. Top-p sampling works by reducing the

probabilities of all words whose value falls outside of a cumulative range of probability

7. The altered limericks only appear to have an extra line, and do not actually have an extra line.
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p (ahyperparameter we set), normalizing the rest to sum to 1, and then simply sampling
non-uniformly using these (newly normalized) probabilities. After generating the top k
sequences using this algorithm we check if the last word rhymes with the end rhyme
words of the first and second lines. If so, we accept this completion as valid. Note that
in this approach several differing completions of the same limerick can make it into
our test set. We run this algorithm on average 1000 times for each limerick and add
any valid completions generated during this process, before proceeding to the next
limerick. Similarly, in this task we are not guaranteed to produce a completion since it
is initially stochastic. When we sample the words we simply pick them from a set using
probabilities that the model provides. Due to the costs involved in running this process,
we restrict the completion generation to a smaller (compared to beam search) set of
limericks. Importantly, in our experiments the beam search part uses k = 5.

The motivation behind the DBS approach is two-fold: (1) As mentioned above, regular
beam search tends to produce non-diverse text and thus, rarely generates a sequence
that contains a valid end rhyme; and (2) top-p sampling tends to produce text that
often seems unrelated to its preceding context. That said, combining the two helps to
alleviate the drawbacks that we see when either is used alone (Massarelli et al. 2019).
We additionally cleaned completions of some garbage symbols generated by the model
(such as a newline) and then put these limericks into a test set. After using this approach
on 10,000 limericks we generated 4014-test examples derived from 2595 original limericks.

Below is one example:®

The Absolute: what do we feel
From the Absolute? Not a great deal.
Our emotional scenes

The Absolute: what do we feel

From the Absolute? Not a great deal.
. Our emotional scenes

Are directed by genes,

Are directed b ,
and we’ve worked hard to make them feel like re directed by genes

and such things are not theirs to reveal.
they're real.

Another example:

Uncle Ed had repaired to his bed

Uncle Ed had repaired to his bed
With a terrible pain in his head,

With a terrible pain in his head,
And by noon he was dead—

So the coroner said—

And by noon he was dead—

So the coroner said—

‘Cause his cerebral artery bled. That would be I, if he had not been
dead.

The results for this task are presented in Table 4. The language models perform poorly,

but not as much as previous task, going from 16% average performance (across all

models) in the previous task to 19%. In particular, GPT-2-medium correctly identifies

17% of the test cases, as opposed to 7% it did prior.

We believe this is a byproduct of the beam search procedure. By sampling the first
three tokens we do not overfit to the model’s preferences. Moreover, since DBS partially

8. Note that on the lefthand side, the last line extends to include those last two words —i.e., it is not a six-line
poem. The righthand side is the original, correct version!
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Model GPT-2 medium BERT TransformerXL XLNet (causal) Human
Accuracy 0.17 0.42 0.07 0.12 1

Table 4: Accuracy for the “5th line replacement BPoMP test using Delayed Beam
search”. In this test a new 5th line for a limerick is generated by a neural network model (base
GPT2, 142M parameters) given the original four lines. The last column shows the average (3
subjects) human performance on the task of distinguishing the original limerick from the
corrupted limerick.

samples the completions, the resulting lines were notably poorer in terms of proper
grammar and did not follow the logic of the previous lines as closely as the lines
generated by a regular beam search. We stress that we never compared these to human
written 5th lines during generation, so they were never filtered to beat (i.e., be more
probable under the model) the original completions. In turn, a possible explanation is
that the models’ statistical “preferences” (those decoded by the beam search procedure)
differ from linguistic preferences of humans, at least when not explicitly trained on

poetry.

We presented our human test subjects with 20 samples from the generated set of com-
pleted limericks accompanied by their originals. All human judges scored perfectly
on the test. Our explanation for this is straightforward: the completions generated by
the model tend to be visibly longer than the typical completions written by a human
(average of 11 words with std of 2.73 compared to 7 words with std 1.23). This suggests
that the poetic knowledge of language models still have some way to go in terms of

sensing coherence, a punchline, poetic closure, and meaning generally.

4. Future Work

4. Rhyme Probability and Artistry

The second BPomP challenge necessitated generating synthetic fifth lines, only a per-
centage of which had correct end rhymes to match lines 1 and 2 of the source limerick
(given the aabba rhyme scheme). In future work, we hope to explore more minutely
how language models fare in generating different kinds of rhyme words given a certain
initial rhyme, and the broader implications of improbable or difficult rhyme words for

poetic artistry.

4.2. Poetic Minimal Pairs Examples

The investigation into the poetic knowledge of language models approaches poeticity or
literariness using a novel approach. We anticipate future work expanding the BPoMP
framework to other kinds of poems beyond the limerick and to other poetic features.
Below are a next “level” of examples of minimal pairs. Put aside for now is the issue
of preparing such sets, a necessary sub-step that surfaces its own interesting set of

challenges in computational poetics.
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Ballad or Common Meter 598

Ballad or Common Meter (four-line stanza, with two pairs of a line of iambic tetrameter 599

followed by a line of iambic trimeter. 600
Emily Dickinson original vs. minimally flawed example (syllable count). 601
Original: 602
Great streets of silence led away 603

To neighborhoods of pause — 604

Here was no notice — no dissent — 605

No universe — no laws. 606

607

Minimally flawed example: 608
Great streets of silence led away 609

To neighborhoods of pause — 610

Here was no notice — no resistance — 611

No universe — no laws. 612
Strong Stress (aka Accentual Meter) 613

Each line has the same number of stresses regardless of the total number of syllables per 614
line. The example is from Samuel Taylor Coleridge’s “Christabel” [1816]), where every 615
line in the poem has four accents (with a variable number of total syllables per line): 616

Original: 617
The night is chill, the cloud is gray: 618
"Tis a month before the month of May... 619
Minimally flawed (has extra stress in the second line) 620
The night is chill, the cloud is gray: 621
"Tis many months before the month of May... 622
lambic Pentameter 623
Iambic pentameter (from Tennyson, “Ulysses”): 624
Original: 625
...Made weak by time and fate, but strong in will 626
To strive, to seek, to find, and not to yield. 627
Minimally flawed (final foot of line 2 is a trochee) 628
...Made weak by time and fate, but strong in will 629
To strive, to seek, to find, and not perish. 630
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Rhyme (from Thomas Gray, “Elegy Written in a Country Churchyard”)

Original:

Full many a gem of purest ray serene,

The dark unfathom’d caves of ocean bear:

Full many a flow'r is born to blush unseen,

And waste its sweetness on the desert air.

Minimally flawed example (the fourth line’s end rhyme has been altered with a non-

rhyme):

Full many a gem of purest ray serene,

The dark unfathom’d caves of ocean bear:

Full many a flow'r is born to blush unseen,

And waste its sweetness on the desert sand.

Rhyme in a Limerick (Edward Lear, "There Was an Old Man with a Beard”)

Original:

There was an Old Man with a.beard,
Who said, “It is just as I feared!—
Two Owls and a Hen, four Larks and a Wren,

Have all built their nests in my beard!”

Minimally flawed example (the third line’s internal “Hen”-"Wren” rhyme has been

disrupted by "Crow”):

There was an'Old Man with a beard,
Who said, “It is just as I feared!—
Two Owls and-a Hen, four Larks and a Crow,

Have all built their nests in my beard!”

Assonance (from John Keats, “Ode on a Grecian Urn”)

Original (recurring long “i”s)

Thou still unravished bride of quietness,
Thou foster-child of silence and slow time...

Minimally flawed example:

Thou still unravished bride of quietness,

Thou foster-child of muteness and slow time...

Alliteration (from Shakespeare’s Sonnet #30)

Original (recurring sibilants)

JCLS, 2022, Conference

Limericks and Computational Poetics

21

631

632

633
634
635
636
637

638
639

640
641
642
643

644

645

646
647
648
649

650
651

652
653
654
655

656

657

658
659

660

661
662

663

664



CONFERENCE Limericks and Computational Poetics

When to the sessions of sweet silent thought 665
I summon up remembrance of things past 666

Minimally flawed example (in the second line, “summon” is replaced by “conjure”): 667

When to the sessions of sweet silent thought 668
I conjure up remembrance of things past 669
Consonance (from W.H. Auden, "That night when joy began”) 670
Original (consonance in “flush” and “flash”) 671
That night when joy began 672
Our narrowest veins to flush, 673
We waited for the flash 674
Of morning’s levelled gun. 675
Minimally flawed example (the “flush”-“flash” consonance is disrupted): 676
That night when joy began 677
Our narrowest veins to flush, 678
We waited for the blaze 679
Of morning’s levelled gun. 680
Imagery and Meaning (from Elizabeth Bishop, “Pink Dog") 681
Original: 682
Oh, never have I seen a dog so bare! 683
Naked and pink, without a single hair... 684
Startled, the passersby draw back and stare. 685

Minimally flawed example (in the second line, the imagery is made less consistent by 686

replacing “hair” with “care”): 687
Oh, never have I seen a dog so bare! 688
Naked and pink, without a single care... 689
Startled, the passersby draw back and stare. 690

Chiasmus and Meaning (from Emily Dickinson, “Much Madness is divinest sense”) 691

Original: 692
Much Madness is divinest Sense - 693
To a discerning Eye - 694
Much Sense - the starkest Madness... 695

Minimally flawed example (in the third line, the parallelism and meaning are disrupted 696
by replacing “Sense” with “Nonsense”): 697
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Much Madness is divinest Sense -
To a discerning Eye -
Much Nonsense - the starkest Madness...

5. Conclusion

In this paper, we reported on our experiments in computational poetics with the limer-
ick, thereby continuing its use as a “model organism” for the discipline. Namely, we
presented the formulation of and outcome of two tests constructed using the “minimal
pairs” experimental method for poetry (BPoMP), which are designed to probe the extent
to which language models can classify good limericks from slightly altered ones. The
language models performed quite well in the first challenge, where an original limerick
was compared with its ”corrupted twin,” the same but with a few words omitted (which
had the effect of disrupting the poem’s grammar, syntax, and meaning). In the second
challenge, we gave language models a choice between an original limerick and the
same limerick except the latter’s fifth line now given by a plausible machine-generated
replacement for the original final line. On this task, models demonstrate much room for
improvement.

Both BPoMP challenges raise all manner of interesting questions about models and their
ability to detect human-generated verse from computer-generated verse; resemblances
between these tasks and methods of textual criticism, erasure poetry, and the history of
the limerick form; and more. Our experiments also point us to future avenues of inquiry,
including additional minimal pair challenges that isolate different features of poetry,
rhyming artistry, and other unexpected resonances and challenges at the intersection of

language models, textual criticism and literary history and analysis.
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Abstract. Gender-specific knowledge - just like knowledge in general - is generated
through discourses that are disseminated through (mass) media. Among the first mass
media is the Spectator press (Moralische Wochenschriften), which spread all over Europe
throughout the 18t™ century. With their gender-specific discourses, analyzed in Spectato-
riale Geschlechterkonstruktionen (Volkl 2022), they decisively promote the development
of a (bourgeois) gender model, shaping the social perception of gender until today.
Against this background, the present article examines the gender-specific discourses in
the French and Spanish Spectator periodicals by means of topic modeling, which detects
semantically related words. The study, which originates from the project Distant Specta-
tors. Distant Reading for Periodicals of the Enlightenment (Scholger et al. 2019-2021),
shows that topic modeling reinforces previous findings on gender-specific discourses in
the Spectator periodicals. Moreover, it offers new perspectives concerning this research

corpus.

1. Introduction

The Spectator periodicals are a popular journalistic genre of the 18" century which
(co-)constructs and preserves the cultural knowledge of its time in general and gender-
specific knowledge in particular, propagating a heteronormative society. As a broadly
effective medium circulating from England throughout the Western world, the Spectator
periodicals also promote the transcultural dissemination of a transforming understand-

ing of gender,' in conjunction with the changing values, norms and practices among

1. In the course of the 18t century, the perception of female and male bodies and their genitalia changed.
The so far gradually assumed difference between women and men is increasingly interpreted qualitatively
and a complementary understanding of two genders can assert itself (cf. Laqueur 2003[1990]). The new
perception of women and men also leads to a cultural redefinition of their gender relations (e.g. woman as
the ‘moral gender’, cf. Steinbriigge 1987) and to a major shift in the conception of virtue, which was originally
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the constituting middle classes.

The quantitative-statistical as well as the discourse-analytical and interpretative study
on gender-specific ways of worldmaking in the French- and Spanish-language Spectator
periodicals (V6lkl 2022) reveals that the French-language periodicals of the first half
of the 18" century contribute to the dissemination of the notion of a ‘natural’ gender
difference, which primarily appears together with a discourse of character and/or
physical differences. From the middle of the century onwards, in which the periodicals
are also published in Spain,” the discourse of difference is expanded to include the aspect
of complementarity, finally recognizing woman and man as a mutually complementary
entity. Due to her alleged closeness to nature, in this discourse of complementarity, the
woman is hierarchically placed under the authority of man, whose assumed higher

ability to reason is considered superior.

In order to disseminate the discourses of difference and complementarity, the French-
and Spanish-language periodicals draw particularly on the notion of virtue (French:
vertu; Spanish: virtud). According to research on the Enlightenment period, this term
generally functions as a gender-specific key concept (‘geschlechtsspezifischer Leitbegriff’
according to Pabst 2007) and standsin opposition to the notion of vice (French: vice;
Spanish: vicio) (cf. Bolufer Peruga 1998, Kilian 2002, Schaufler 2002, Steinbriigge 1987).
Furthermore, the discourse on virtues and vices is combined with positive and negative
(character) traits and behavioral patterns, which are hierarchized and assessed as worthy
or not worthy of emulation. Among the ignoble vices on the one hand, one can find, for
example, hypocrisy, idleness, vanity, or jealousy, which should be avoided by women and
men alike (and thus remain gender-unspecific). The virtues worthy of emulation on the
other hand, are constructed in a gender-specific way, with the ‘female’ virtues revolving
around concepts such.as decency, modesty, kindness, shamefulness, beauty or (a specific
female) education, while the ‘male’ virtues only include (a specific male) education,
honesty, and reason. In order to make the large number of virtues and vices known to
the Spectator audience — which decidedly also included women - they are incorporated
into gender-stereotypical models, illustrating ideal images or warning examples. E.g.
the characteristics of egoism and vanity, which are considered vicious, are linked to the
stereotypical models of the coquette or the fop and contrasted with virtuous models of
women and men. The gender-stereotypical models with their manifold virtues and vices
are enveloped into countless (exemplary) stories from everyday life and in (character)
portraits, which are narratively woven into the plot (cf. Volkl 2022, 282-286).

To quantitatively verify these observations on the (entire) Spectator corpus, a topic
modeling analysis was carried out in the course of the project Distant Spectators. Distant
Reading for Periodicals of the Enlightenment (DiSpecs) (Scholger et al. 2019-2021), after
which special attention was given to the interpretation of those topics that stand out from

a gender-theoretical perspective. The computed values and their visual representation

connotated to the meritorious properties and qualities of men (Latin: vir) and was feminized as of the end of
the 17 century only (cf. Pabst 2007, 25ff.).

2. For a description of the Spanish Spectator periodicals and an in-depth analysis of the use and function of
the letter as mode of communication with the public, see Hobisch 2017.
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were intended to provide a new perspective on the corpus and create new theories and
questions. The following chapters first describe the related work, the research material,
and the methodology, before presenting the results and findings of the topic modeling
analysis with regard to gender-specific discourse in the Spectator periodicals.

2. Related work

Topic modeling has become an integral part of the range of methods used in digital
humanities, and more specifically in computational literary studies. According to the
survey of Du, it has been increasingly used since 2011 (cf. Du 2019). In the field of
historical newspapers and periodicals, topic modeling was conducted for analyzing the
social and political life of Civil War Richmond based on the Richmond Daily Dispatch
(cf. Nelson 2020) and for investigating the discourse dynamics in historical newspapers
published in Finland between 1854 and 1917 (cf. Marjanen et al. 2020). Regarding
the Enlightenment period, Schoéch applied topic modeling on French Classical and
Enlightenment drama for sub-genre classification (cf. Schoch 2017), and Roe et al.
analyzed the discursive structure in the Encyclopédie of Denis Diderot and Jean le Rond
d’Alembert (cf. Roe, Gladstone, and Morrissey 2016).

A persistent point of criticism in the application of topic modeling is the lack of explain-
ability and comprehensibility of the results (cf. Hu et al. 2014, 424-425, Liu et al. 2017,
1-2). This is very much related to the lack of documentation of single working steps
and parameters applied in the topic modeling process, as Du pointed out (cf. Du 2019):
In order to guarantee the reproducibility of the results, it is crucial to have details on
the number of documents, the conducted pre-processing steps, the number of topics
and iterations selected in the actual modeling process, etc. To address this criticism, this
contribution aims to-not only provide the results of our topic modeling analyses, but

also to transparently document the workflow that led to them.

3. The research corpus

While the Spectators have previously been studied through close reading as a work-
centred approach, there have been no previous activities that explore this genre from a
distant reading perspective. For this reason, the project DiSpecs engaged in text mining
of the collection of 3,863 periodical issues in six languages,” assembled and edited during
the digital scholarly edition project The ‘Spectators’ in the International Context (Ertler
et al. 2011-2021). In the DiSpecs project, topic modeling was used for investigating the
semantic and stylistic structure.

What proved to be very useful for the analysis was the fact that the documents were
already available in XML/TEI format (TEI Consortium 2021). This includes not only

3. The corpus contains periodicals in English, French, German, Italian, Portuguese, and Spanish, but due to
the rather small corpus size of English, German, and Portuguese, these languages were not considered in
the topic modeling analysis. Therefore, we analyzed 1,658 French-, 1,344 Italian-, and 690 Spanish-language
issues.
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the annotation of metadata and structural elements (e.g. paragraphs and pagination),
but also narrative forms (e.g. self-portrait, letter/letter to the editor, fable) and narrative

levels of representation,*

as well as subjects (e.g. ‘Idea of man’, ‘Nature’, ‘Economy’,
‘Theatre Literature Arts’), mentioned places, person names, and intellectual works. The
annotation format provided through the application of the Text Encoding Initiative
(TEI) standard enables easier extraction of certain structures of the data for the analysis
(e.g. metadata, headings, footnotes, editorial comments) with the possibility to separate
issues into paragraphs and to exclude parts or whole issues during the pre-processing

of the data, which will be explained closer in subsection 4.2.

4. Topic modeling workflow

The unsupervised probabilistic topic modeling method aims to identify hidden thematic
structures in large text collections (cf. Blei 2020, 8), which means that the algorithm
recognizes patterns in the data without having a training subset or a desired output
(cf. Alloghani et al. 2020, 4). The resulting topics usually consist of thematically related
words, i.e. tokens. However, some topics have structural rather than thematic signifi-
cance. They can provide insight into the writing style of the author, terms typical for
a genre, adjectives describing a matter, repeatedly mentioned places or persons. This
is due to the fact that the method’s algorithms measure the co-occurrence of words,
following statistical assumptions, meaning that if the same words often occur together
in documents, they are mostlikely thematically related (cf. Blei 2020, 9).

Multiple algorithms were developed for topic modeling, but one of the most prominent,
and the one we used in our analysis, is Latent Dirichlet Allocation (LDA). We owe
this choice to the DARIAH-DE team, who developed a Jupyter Notebook embedding
the dariah_topics Python library for topic modeling (DARIAH-DE 2019) with MALLET
(McCallum 2002-2018), a toolkit that builds on LDA. We adapted and expanded these
notebooks to incorporate them into our topic modeling analysis workflow,” which can be
divided into four main parts: data evaluation, pre-processing of the data, topic modeling
creation and post-processing of the results (Figure 1). As we demonstrate in this chart,
individual steps of the workflow have to be repeated to optimize the results. Further on
in this chapter, we will describe how we conducted these steps and what decisions were
important for quality results.

4. The Spectator periodicals stand out for their multi-layered system of communication consisting of various
narrative levels of representation, which are embedded in various narrative forms. Further, narrative forms
are also intertwined within each other when e.g. the fictitious editor includes a supposedly authentic reader’s
letter in the periodical, which, in turn, narrates a story about a woman, who then enters into a dialogue with
another woman about a letter to a man (cf. Fischer 2014, 81-83). This epistolary correspondence between
editor and readers has been considered a major element for the success of the Spectator periodicals in the
course of the 18 century (cf. Hobisch 2018).

5. The Jupyter Notebooks with the Python code are provided via GitHub: https://github.com/distantsp
ectators/DiSpecs.
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CONFERENCE Topic Modeling of the Spectator Press

Figure 1: The topic modeling workflow:

4. Data evaluation

To get an overview of the French- and Spanish-language research data, we conducted a
number of exploratory data analysis steps. This included evaluating and visualizing
the size of the corpus, the number of issues per periodical and per author, the number
of tokens per issue, as.well as the distribution of manually assigned keywords and
narrative forms. This simple statistical analysis allows insight into the corpus, which
can be relevant for interpreting and evaluating the results. For example, comparing
manually assigned keywords with topics identified through topic modeling is used for
cross-evaluation of these two approaches, i.e. finding out how similar the human- and
the machine-assigned topics are. In addition, discrepancies in the metadata could be
detected and corrected. Getting this insight was possible thanks to the TEI annotation
of the Spectator corpus, which allows extracting all the relevant data structures from
the documents, either with Python libraries like Beautiful Soup or with XSLT while
transforming the XML /TEI to plain text files.

4.2, Pre-processing

Our workflow, building on DARIAH-DE, required plain text files as input for topic
modeling. As part of this transformation, we extracted metadata from the TEI files and
used it to build file names: publication year, periodical name, author of the periodical,
volume, issue, and persistent identifier of the file. This way, we had easy access to
specific parts of the files’ metadata even when using plain text files. We also filtered
the text material. On the one hand, we divided the collection into separate corpora
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according to their language and excluded files that did not contain manually assigned
keywords (e.g. tables of contents). On the other hand, we removed titles and subtitles,

since they were repetitive and therefore had a disproportionate impact on the result.

These plain text files were already fulfilling formal requirements to proceed with topic
modeling, meaning they were classified per language, in the desired format, and con-
taining metadata in the file names. But LDA treats inflected forms (e.g. Span. mujer
— ‘woman’, and mujeres — ‘women’, or muger/mugeres in 18 century orthography) as
different concepts. A topic can therefore include multiple forms of the same concept,
which can result in semantically poor topics. To avoid this, we decided to lemmatize
the Spectator texts before modeling the topics, using natural language processing with
spaCy to replace each inflected word (e.g. mugeres) with its lexical base form (mujer),
i.e. lemma. This step was one of the most challenging, since spaCy was not trained on
historical language. Wrongly lemmatized tokens had to be replaced with the correct
lemma through a dictionary. Although still not without errors, the decision to lemmatize
brought much cleaner and semantically richer results than the preliminary experiments
with non-lemmatized texts.

Since topic modeling measures the co-occurrence frequency of tokens in the same docu-
ment, another pre-processing step was to define what will be treated as a document. We
decided to segment the issues in paragraphs with a minimum of 500 tokens, whereby
longer paragraphs were avoided by cutting off a paragraph after the first following
sentence’s end, if the number of included tokens had surpassed 600. Remaining para-
graphs with less than 200 tokens were appended to the preceding paragraphs of the
same issue, to avoid very short paragraphs. Although there were still a few outlier
paragraphs left, this method resulted in a larger quantity of documents with a similar
token number instead of a smaller quantity of documents with more strongly varying
token numbers. Since there is no state-of-the-art consensus on the optimal number
of tokens in a document, the selection was based on preliminary experiments with
different values.

With this set of resized and lemmatized documents, we continued with the workflow as
provided by DARIAH-DE, with some practical adjustments. From the imported and
tokenized documents, we removed redundant tokens as a last pre-processing step, since
some tokens do not have semantic significance or are simply irrelevant and therefore not
desired to be part of the final result. These tokens are a) the 100 most frequent words
(MFW), because they tend to be functional words, like pronouns, articles, prepositions
etc., b) the hapax legomena (tokens occurring only once in the corpus), and c) a project
specific stop word list. To create the stop word lists, we adjusted the Stopwords ISO
(Diaz 2016) lists and expanded them after each of our topic modeling cycles with new
resulting topic keywords we identified as irrelevant.®

6. Besides functional words, such as the Spanish inmediatamente (immediately) or entonces (therefore), or
some frequently used adjectives and modal verbs like the French grand (great) and devoit (should), we also
excluded some nouns from the analysis, e.g. the Spanish niimero, as it is often used as an issue title.
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4.3. Topic model creation

Since topic modeling is an unsupervised machine learning method, the researcher
cannot impact the result by assigning categories in advance. There are, however, a
couple of factors that do influence the results. One of them is, as previously mentioned,
the pre-processing of the data. Another one is the choice of the input parameters: the
number of topics, the number of iterations and the hyperparameter optimization interval.

Table 1 gives an overview of relevant parameters in our topic modeling analysis.
French Spanish

Number of periodicals 25 18

Number of issues 1,658 690

Extracted segments 6,752 3,190

Lemmatization yes yes

Removed features 100 MFW, 801 stop words, hapax legomena 100 MFW, 823 stop words, hapax legomena

Number of topics 25 18

Iterations 2,000 2,000

Alfa hyperparameter 5.0 (MALLET default) 5.0 (MALLET default)

Beta hyperparameter 0.01 (MALLET default) 0.01 (MALLET default)

Hyperparameter optimization = 20 20

Table 1: Parameters used in the topic modeling analysis of French- and Spanish-language
periodicals.

The number of topics is thus decided by the researcher. The reasonable number of
topics in a text collection depends‘on the text scope, but also the genre and the thematic
richness. Our approach was to experiment with different numbers of topics and evaluate
the results to decide the optimal number of topics for each text corpus. Eventually, we
determined 25 French and-18 Spanish topics. The number of topic keywords, on the
other hand, is not a matter of the researcher’s decision: each topic consists of all tokens
from the text collection, whereas the distribution of these tokens varies in the individual
topics. So, each token from the treated text collection can be found in each resulting
topic, but with a varying probability which is never equal to 0% (cf. S. Bock et al. 2016,
13). The researcher familiar with the analyzed content then decides on how many of
the topic tokens i.e. keywords they see as significant to represent in the results. For each
analyzed group, we chose to output the first 20 tokens.

The researcher also sets the number of iterations. More iterations lead to a longer
processing time but can lead to more reliable and stable results until a limit is reached
after which the quality stagnates (cf. Jockers 2014, 147). Choosing an optimization
interval is optional and depends on the desire to observe the difference in topic weight,
by “allowing some topics to be more prominent than others” (McCallum 2002-2018).”
In our analysis, we conducted 2,000 iterations with an optimization in every 20 iterations.

But even with the same data and the same parameters, the output of two modeling
cycles is never exactly the same in terms of the topics per document and the words
per topic distribution, due to the probabilistic and unsupervised nature of the method.
Nevertheless, using our data and parameters, the comparison of multiple results showed
a re-emergence of the same topics, with rather insubstantial differences in the sequence

7. Schoch gave a more detailed reflection on hyperparameter optimization in his scientific blog (cf. Schéch
2016).
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of the most frequent topic keywords, as well as the probability of the topics, which
suggests a sufficient stability of the model.

4.4, Post-processing

The last step in the topic modeling workflow is the post-processing of the results. The
probability of topics is being computed for each individual document (which, as ex-
plained in subsection 4.2, is a segment of a periodical’s issue). Using these values, we
computed the probability of topics per periodical and represented the results from

different perspectives, utilizing multiple visualization techniques.”

A common way to represent topics are heat maps. The heat map (Figure 2) is a visual
representation of the data frame matrix (Table 2) resulting from the topic modeling
and the computed results per periodical, consisting of periodicals (X axis), topics (Y
axis) and the probabilities of each topic per periodical as values, where darker color
represents higher probability.

Topic 5
Topic 4
Topic 3
Topic 2
Topic 1
Topic 0

La-Bagatelle
La-Bigarure
La-Spectatrice

Figure 2: Heat map detail of 3 periodicals.

La Bagatelle La Bigarure La Spectatrice

Topic5 0.0196085 0.01663 0.126381
Topic4 0.011347 0.0313603 0.03801
Topic3 0.004227 0.00814 0.08031
Topic2 0.03328 0.0153783 0.05184
Topic1 0.02778 0.0434557 0.01843

Topic0 0.064768 0.0685915 0.04833

Table 2: Data frame matrix detail corresponding to the heat map detail in Figure 2.

For each periodical, as well as for each topic, we created a bar chart (e.g. Figure 3).

This technique offers a focus on one periodical or topic, whereas the heat map is better

8. The heat map, bar charts and word clouds of the French periodicals can be viewed under the URL
https://gams.uni-graz.at/o:dispecs.result.tm.fr. Spanish results are accessible under the URL
https://gams.uni-graz.at/o:dispecs.result.tm.es.
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CONFERENCE Topic Modeling of the Spectator Press

suited for getting an overview of the whole corpus. Both the heat map and the bar chart
creation are part of the original DARIAH-DE Jupyter Notebook.

Additionally, we decided to use word clouds to visualize the top 100 keywords of the
respective topics. A larger font size indicates a keyword with a higher probability inside
a topic (Figure 4). We chose this visualization method despite some critics claiming
that it is difficult for users to infer the relationship of the words from it (cf. Dobson
2021, §20). While we do agree with this point, a visual overview of all topic keywords
is beneficial next to a visualization of the topic distribution, especially when the topics
are not labeled.

Another way we used Python libraries to represent topics in selected periodicals is
with line diagrams, which show the prevalence of topics over the issues of a single
periodical, i.e. over time. This is only a relative prevalence over time, since the time
span between the issues was not always constant and is not explicitly available in the
metadata. The interactive diagram (created using the library bokeh) can be viewed on
our project website.” Here, it is possible to zoom in, create sections, activate or deactivate

the visibility of individual topics, and save the created versions of the diagram.

Finally, we used the software Gephi to create networks of topics, periodicals and manually
assigned keywords (Gephi.org 2008-2021). More precisely, we created a force-directed
graph using the algorithms Fruchterman Reingold and Force Atlas 2 (Figure 7).' The
periodical nodes are represented as pie charts showing the distribution of a certain
manually assigned keyword throughout the periodical’s issues. The web presentations
include color legends and numerical data for the pie charts. The size of a periodical
node (pie chart) indicates whether the number of analyzed periodical issues from the
topic modeling set is larger or smaller in comparison to other periodicals. Note that
numerous issues do not' mean the same as a large amount of text, since some issues can
be very long while others are quite short. The size of the topic nodes indicates whether
a topic has a high or low representativity in the analyzed set of texts. The edges are
higher weighted (thicker) if the likelihood of a topic in a periodical is higher. Nodes
with the same color belong to the same community. This means that the densities of
the edges between these nodes are higher than from these nodes towards the rest of
the network. But, since this is a small network where all topics occur in all periodicals
to some degree, the weighted modularity of this network is low, and the community
structure is not perfectly clear. Nevertheless, it is possible to detect topics that often
co-occurred in periodicals.

As shown by the visualizations, the topics are non-semantically labeled (Topic 0, Topic
1, Topic 2, ...), and the numbers give no statement about the importance or frequency of
the topic but are only used to distinguish the topics. This approach is contrary to the

9. Line diagrams: https://gams.uni-graz.at/archive/objects/o:dispecs.result.tm.fr/methods/s
def:TEI/get?mode=diachronic and https://gams.uni-graz.at/archive/objects/o:dispecs.result
.tm.es/methods/sdef:TEI/get?mode=diachronic.

10. The full visualizations can be viewed on our web page: https://gams.uni-graz.at/archive/objects

/o:dispecs.result.tm.fr/methods/sdef:TEI/get?mode=topic-network and https://gams.uni-graz.

at/archive/objects/o:dispecs.result.tm.es/methods/sdef:TEI/get?mode=topic-network.
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occasionally seen practice, where researchers either label their topics by interpreting
them (e.g. Boyd-Graber, Hu, and Mimno 2017, 40, or Blevins 2010) or by using a few
of the most relevant keywords, as proposed by the DARIAH-DE Jupyter Notebook.
In recent years, we noticed an increase in the non-semantic labeling approach (e.g.
Horstmann and Kleymann 2019, Krautter et al. 2020, or Chehal, Gupta, and Gulati
2021). We also decided to proceed without labels because the interpretation of a topic
depends on the reception horizon of the researcher. This further impedes the obtrusion
of a certain perspective and leaves room for different interpretations. We did, however,
provide our interpretation in textual form. The gender-specific topics will be elaborated

in section 5 and section 6.

To ensure transparency and comprehensibility of the visualizations and interpretations,
all the underlying raw data can be downloaded by the user, including the topic keywords
list and the word weights. Nevertheless, it has to be pointed out that for understanding
the results of distant reading, a certain familiarity with the source material through close
reading expertise is always required to create meaning from the results and generate
added value for related research. As Shadrova also suggests, “[i]tis of crucial importance
to make the underlying contextualization, the model, explicit, both through hypothesis-
based work and by tying results back to the theoretical and conceptual debates in the
field” (Shadrova 2021, 16).

5. Topic modeling in the French-language Spectator periodicals

Among the 25 topics of the Spectator periodicals published in French language, at least
six topics stand out from'a gender-specific perspective. Topics 4, 22, and 24 directly,
topics 9, 18, and, 21 indirectly relate to character, behavior and roles of women and men

Sth

within the (emerging bourgeois) society in the 18" century (see Table 3).

Topic 4 lists the various French terms for ‘marriage’” and ‘getting married’ (mariage,
marier, épouser), “family” (famille), ‘child’ (enfan), or ‘house’ (maison), which are terms
that construct the destiny of young (!) women (fille, demoiselle) within the domestic
sphere (in contrast to the public sphere, which is attributed to men).!! In this private
sphere, her main duty is to take tender (fendresse) care (soin) of her husband (mari) and

children.

Topic 22 refers to the vocabulary used in the translation of the Female Spectator (1749-51),
La Spectatrice, traduite de I'anglais (1750-51), as indicated in the bar chart with a proba-
bility of over 0.3 within this periodical (Figure 3), which is much higher in relation to
other periodicals. La Spectatrice is one of the few spectatorial titles specifically directed
to (bourgeois) women. This focus on the female readership also reverberates in the

11. Regarding gender discourse in 18t century France, see the articles of G. Bock and Zimmermann 1997,
Brink 2008, Honegger 2011, or Sieuzac 2009. As to the presence of women in society and literature, see
the essay collection edited by Jacobs et al. 1979. Concerning the theoretical and literary discourse on the
woman as the ‘moral gender’ in the 18t century, see Steinbriigge’s monograph (Steinbriigge 1987). As to the
representation of women in the French Enlightenment press, see Dijk 1988 and to the history of the ‘presse
féminine’ in France, see Sullerot 1966.
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Topic 4 Topic 9 Topic 18 Topic 21 Topic22  Topic 24
fille vertu heureux aimer dame air
jeune mérite dieu sentir quoiqu  bel

pere vie doux bonheur égard sexe
mariage nature oeil passion maniére dame
fils ame tendre lettre passion  beauté
mere hommes tendre amant tem jeune
mari propre main tendre sexe visage
famille bonheur ciel moment mauvais  oeil
pére vice ame malheureux propre plaire
age passion  voix douleur convenir aimable
enfan heureux feu sentiment peine mode
marier conduite aimable perdre conduite habit
chevalier ~ action charme malheur obliger  joli
épouser sage gloire heureux penser figure
tendresse  honneur peine tendresse montrer  femmes
demoiselle digne objet devenir dessein  gofit
devenir noble bel ame affection  conversation
maison mal terrebeauté oeil devenir  grace
soin fortune  sage objet liberté rire
amant estime brillant étois avis compagnie

Table 3: Gender-specific topics in French-language Spectators.

first term of the topic with ‘lady” (dame). The subsequent terms used, such as ‘passion’ 289
(passion), ‘bad’ (mauwvais), ‘suitable’ (propre), ‘corresponding’ (convenir), ‘conduct’ (con- 290
duite), or ‘affection’ (affection),indicate that this topic is concerned with the behavior of 291
women in public, especially in the company of men. 292

Figure 3: Distribution of topic 22 in French-language periodicals.

Topic 24, visualized as word cloud (Figure 4), also lists attributes associated with the 293
“fair sex’ (beau sexe).'> On the one hand, a woman has to ‘please’ (plaire) through her 294
inner beauty — expressed by terms such as ‘beautiful’ (bel), ‘beauty’ (beauté), ‘amiable” 295
(aimable), and ‘grace’ (grice) — and on the other hand through her outer beauty — 296
12. The French term beau sexe for the female part of the population is a compound and has been separated
during the topic modeling process. Further, the term beau has been lemmatized into bel. This is the reason

why the terms bel and sexe appear separately in topic 24. Nonetheless, their immediate position next to each
other indicates their connection.

JCLS, 2022, Conference 1



CONFERENCE Topic Modeling of the Spectator Press

expressed as well by the terms ‘beautiful’ (bel) and ‘beauty’ (beauté), but also by ‘pretty’
(joli) or ‘taste’ (goiit). Both inner and outer beauty are accentuated by appropriate
‘clothing’ (habit, mode), good ‘taste’ (goiit), and ‘conversation practices’ (conversation)
that are understood as suitable for a woman. Her ‘appearance’ (air), i.e. her outward
appearance, has the highest priority here, as can be seen from the prominent position
of the term in the first place, and is represented in all periodicals (see also Topic 17
of the Spanish periodicals, where the orientation on outward appearances manifests
through terms such as moda — ‘fashion’, adornar —'to adorn’, gustar — ‘to please’, hermoso —
‘beautiful’, hermosura — ‘beauty’).

Figure 4: 100 MFW in-topic 24 in French-language periodicals.

The discourse on women within the French-language periodicals is further supported
by topics 9, 18, and 21. While the first three topics mentioned above explicitly evoke
terms for women (e.g. beau sexe, femme), and also use self-explaining terms alluding to
their status (e.g. dame — ‘lady’, demoiselle — “unmarried young woman’, mére — ‘mother”)
as well as gender-specific, heteronormative practices (e.g. marier, épouser — the act of
getting married), the terms used in topics 9, 18, and 21 are more implicit to the extent
that they only indirectly allude to the gender-specific discourse and roles of women and

men in the (bourgeois) society within the Spectator periodicals.

The terms occurring in topic 9 describe virtuous behavior and practices. The gender-
specific key concept of virtue (cf. Pabst 2007) stands at the very beginning of the word
sequence. The following terms refer to the fact that virtue leads to (individual and
collective) ‘happiness’ (bonheur). In general, 18t century philosophers equate ‘virtue’
with ‘happiness’, for only those who lead a virtuous life can contribute to their own
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happiness and to the happiness of the community. Virtue is thus seen as a means to
achieve the individual and collective goal of happiness (cf. Volkl 2022, 121-122)."

Figure 5: Distribution of topic 9 in French-language periodicals.

Topic 9 can be found in all Spectator periodicals at a median rate of 0.62 (Figure 5),
which makes it the most probable in the corpus. This is not surprising because most
periodicals explicitly state their goal in their first lines, which is to turn all people into
useful members of the society — a society which is becoming increasingly complex and
integrated into a nation (cf. Ertler 2010, 100). In terms of women as useful members of
society, the role of the (bourgeois) woman is conceptualized in three ways: as spouse,
housewife and mother. Outside the domestic sphere, she has no right to exist, which
is the reason why, for example, the image of the learned woman was defamed in the
Spectator periodicals at the beginning of the 18 century and has subsequently been
omitted altogether — according to the motto ‘out of sight, out of mind” (cf. Volkl 2022,
309-310).

Topic 18 results in terms referring to the virtuous ideal image of both women and
men. The terms ‘tender’ (doux, tendre), ‘amiable’ (aimable), ‘grace’ (charme), ‘prudent’
(sage), ‘witty” (brillant) here refer to inner virtues, while the terms ‘beautiful” (bel) and
‘beauty’ (beauté).can refer to inner and outer virtues at the same time, as explained
above. Although this is not a frequent topic, it is consistently present in all Spectator
periodicals.

Topic 21 exhibits terms that can be assigned to the discourse field of love. They are
associated positively or negatively with love. For example, next to the approbatives ‘to
love’ (aimer), "happiness’ (bonheur), or ‘tender’ (tendre), one can find the pejoratives
such as ‘unhappy’ (malheureux), ‘pain’ (douleur), or ‘to lose” (perdre). The frequency of
individual terms will be discussed below.

Alook at the distribution of topic 21 within the French-language periodicals (Figure 6)
reveals that the three successive periodicals Le Nouveau Spectateur (1758-60), Le Monde
comme il est (1760), and Le Monde (1760-61) of Jean-Frangois de Bastide (1724-1788) are
particularly endowed with this topic. The literary and cultural studies research carried
out by Fischer-Pernkopf et al. and Volkl support the finding that Bastide continuously

13. On the discourse of happiness in the 18 century, cf. Mauzi 1969, on the concept of ‘happiness’ in The
Spectator, cf. Norton 2015.
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Figure 6: Distribution of topic 21 in French-language periodicals.

narrates exemplary stories of happy and unhappy (heterosexual) lovers (cf. Fischer-
Pernkopf, Mussner, and Ertler 2018, V5lkl 2022).

Figure 7: Detail from the network graph of periodicals and topics, showing the prevalence of
topic 21in the three periodicals of Jean-Frangois de Bastide.

The proximity of the nodes and the edges weight in the network analysis graph in
Figure 7 also illustrates the prevalence of topic 21 in all of Bastide’s periodicals. It further
shows that topics 6'* and 23'° are also very common in Bastide’s periodicals. They
include typical narrative vocabulary (e.g. demander —‘to ask’, répondre — ‘to answer’, entrer
- ‘to enter’, entendre — ‘to listen, lire — ‘to read’) and typical narrative elements (e.g. ami —
‘friend’, maison — "house’, chambre — ‘room’, porte — ‘door”). Based on the accumulation
of narrative terms, it can be concluded that in Bastide’s periodicals, the discourse of
14. Topic 6: penser vérité mal vrai honneur ami réflexion juger mauvais défaut répondre caractere sentir droit
convenir lorsqu connoitre entendre lire quelquefois

15. Topic 23: maison demander heure chambre paraitre jeune tem main peine passer entrer revenir air ami
vouloit porte arriver alloit entendre sortir
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love is primarily conveyed through stories and storytelling. This interpretation of the
topic modeling results is supported by previous literary and cultural research in this
field, which also stress the strong narrative design of Bastide’s periodicals (cf. Fischer-
Pernkopf, Mussner, and Ertler 2018, Mussner 2016, V6lkl 2022).

Additionally, the analysis of the issues manually annotated with the subjects/keywords

"16 of the Nouveau Spectateur'” and the Monde comme

‘Image of women’ and ‘Image of men
il est,'” identified that the following five narrative forms (Erzihlformen) are predomi-
nately used to discuss family life (in particular education) and couple relationships
(with a focus on the romantic tender love relationship): general account (allgemeine
Erzihlung, AE), heteroportrait (Fremdportrit, FP), metatextuality (metatextueller Kom-
mentar, MT), dialogue (Dialog, D) and letter/letter to the editor (Leser*innenbriefe, LB)
(cf. Volkl 2022, 209). Concerning the distribution and arrangement of these text types,
it has to be emphasized that they also repeatedly appear intertwined within each other,
which leads to the — for the Spectator periodicals — typical multi-layered system of

communication (cf. Fischer 2014, 74-83).

Figure 8, which shows a statistical examination of all issues of Bastide’s periodicals,
further supports the above-mentioned results. It shows that Bastide uses the following
narrative forms as predominant communication strategy: metatextual commentaries
(MT), letters/letters to the editor (LB), dialogues (D), and general accounts (AE). While
the heteroportrait (FD) only stands on fifth position after citation/motto (ZM).

Furthermore, the three bar charts of the topic distribution in Bastide’s periodicals (Fig-
ure 9, Figure 10, and Figure 11) indicate a wide distribution of topic 9 (virtuous behavior
and action) and topic 6 (describing the postulate of enlightened philosophers: ‘(Self)re-
flection” (réflexion) leading to ‘truth’ (vérité) and knowledge). This focus on virtue and
vice is not surprising atall, considering that the Spectator periodicals aim at the moral
education of their female and male audience. The readers of the periodicals in general
and of Bastide’s periodicals in particular are repeatedly exposed to vicious behavior
and actions by means of shorter and longer stories in order to guide them to virtuous
behavior and actions. A detailed definition or specification of the social norm designated
by the term ‘virtue’, however, is lacking and thus remains undefined; rather, ‘being
virtuous'’ is illustrated indirectly through the depiction of its opposite: ‘being vicious'.
Via the detour of numerous love and relationship stories as well as character portraits,
which clearly highlight vicious behavior and vicious character traits, the readers are
thus led to the desired social norm (cf. V6lkl 2022, 291-292).

16. In total, the list of subjects comprises 37 keywords, which were determined at the beginning of the digital
scholarly edition project (cf. Ertler et al. 2011-2021) and which was slightly expanded in the course of the
project.

17. From the 108 issues within the Nouveau Spectateur 58 issues (44%) are indexed by the subject ‘Image of
women’ and 16 issues (14,8%) by the subject ‘Image of men’ (cf. Volkl 2022, 206).

18. Within the 60 issues of Bastide’s Monde comme il est, 38 issues (64%) are indexed by the subject ‘Image of
women’ and 12 issues (20%) by the subject ‘Tmage of men’ (cf. V6lkl 2022, 206).
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Figure 8: Narrative forms in Bastide’s periodicals.

6. Topic modeling in the Spanish-language Spectator periodicals

Regarding gender-specific topics, the topic modeling results for the Spanish-language
periodicals were similar to those of the French-language Spectators. Within the 18
Spanish topics, topics 8,9, 11 and 17 can be identified as referring to women and men
(see Table 4).

Topic 8 is headed by the gender-specific key concept of ‘virtue’ (virtud) followed by
terms describing elements of a virtuous lifestyle (vida — ‘life’, amor /amar — ‘(to) love’,
honor [honrar — “(to) honor’), thereby showing considerable similarities to topic 9 of
the French-language periodicals.'” This topic similarity is not surprising at all, since
the contemporary gender discourse within the French-language periodicals enters the
Spanish periodicals — that first appear in Spain from mid-century onward — through
numerous translations, imitations, and cultural adaptations. More than in other Euro-

19. The Spanish topic 8 and the French topic 9 show the following equivalent terms: virtud — vertu, vida — vie,
honor /honrar — honneur, alma — ame, viciar — vice, noble — noble, felicidad — bonheur.

JCLS, 2022, Conference 16

391

392
393
394
395

396
397
398
399
400
401
402



CONFERENCE Topic Modeling of the Spectator Press

Figure 9: Topics in Le Monde.

pean countries, however, women in Spain are excluded from public life and confined
to the private sphere which centers on home, family, and motherhood (cf. Vo6lkl 2022,
229).”Y An abundant presence of topic 8 in all Spanish periodicals is thus an expectable
development (Figure 12).

Topic 9, with terms such as ‘writing” (escribir), ‘studying’ (estudiar), and ‘reading’ (leer),
alludes to educational activities; the terms ‘science’ (ciencia), ‘art’ (arte), or ‘history’
(historia) of “ancient’ (antiguo) time to specific study objects. The convergence of these
terms suggests that this topic describes the education of a bourgeois man, even though
no term referring to a male subject (such as hombre) — nor to a female subject (such as
mujer) — can be found. In fact, although the Spanish periodicals grant the female gender
a certain capacity for education as well, the terms of topic 9 refer to male formation
only. Education for young women is conceived differently to education for young men
because (as the French-language periodicals) the Spanish Spectators also propagate
a complementary gender model, implying that women and men need to be educated
specifically for the correct fulfillment of their gender-specific role in society. The Spanish
ideal of the virtuous (bourgeois) woman is also praised in her threefold role as spouse,
housewife, and mother, through the fulfillment of which she contributes to the common
good of society. This image of woman is conceived in a ‘natural complementarity” to
man, whose ideal image is embodied by the ‘hombre de bien’. The latter is characterized
by the training of his intellect and subsequently proving useful for his fatherland and
the common good. The ‘hombre de bien’ of the 18 century is thus not to be confused

with the preceding aristocratic ‘hombre de bien’ of the 17 century, whose idleness

20. Regarding gender discourse in 18" century Spain, see e.g. the monographs and articles by Martin Gaite
1972, Hassauer 1997, Bolufer Peruga 1998, Brink 2008, Capel Martinez 2010, or Gronemann 2013; on the
gender discourses in the Spanish novels of the ,siglo de las luces’, see Hertel-Mesenholler 2001 or Kilian 2002.

JCLS, 2022, Conference 17

403
404
405
406

407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424



CONFERENCE Topic Modeling of the Spectator Press

Figure 10: Topics in Le Monde comme il est.

causes his reputation to fall below that.of an active citizen — regardless of his status (cf.
Hefse 2008, 113-130).

Very similar to topic 4 in the French Spectators, the content of topic 11 supports the
construction of the heteronormative society, suggesting the ideal role of ‘woman’ (mujer)
and man in ‘marriage’ (maridar, matrimoniar), where they become ‘mother’ (madre) and
‘father’ (padre) of ‘children” (hijo, nifio). The role of the woman is thus conceived by her
‘husband’s’ (marido, esposo) side, to whom she is supposed to be a good spouse and
housewife. Within the domestic sphere (familia), she also receives the role of the ‘caring’
(cuidar, carifio) mother, who ‘loves’ (amor, amar) and ‘raises’ (criar) her ‘children” (hijo,
nifio). Although a rather infrequent topic (Figure 13), it exists throughout all Spanish
Spectators.

Topic 17, represented in Figure 14, points to two discourses associated with the female
gender: on the one hand the subject of beauty, on the other hand the then vicious
trend of having a relationship with a younger man (cortejo). The first eight terms of
this topic (mujer — ‘woman’, moda — ‘fashion’, dama — ‘lady’, gustar — ‘to please’, hermoso
— ‘beautiful’, adornar — ‘to adorn’, hermosura — ‘beauty’) refer to the semantic field of
beauty which pervades the spectatorial gender discourses throughout the century and
clearly reflects topic 24 of the French-language periodicals (see (Figure 4)). In fact,
the Spectator periodicals by and large constantly instruct their readers to cultivate
external and, increasingly, internal beauty, because female beauty is perceived as a
pledge for marriage (cf. Schaufler 2002, 190) which is seen as the ‘natural” destiny of the
(bourgeois) woman and is thus considered her ultimate goal. At the same time, however,
the periodicals warn against falling prey to a cult of beauty that goes hand in hand with
the vices of vanity and jealousy. One of these vices, also represented in topic 17, is the
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Figure 11: Topics in Le Nouveau Spectateur.

Figure 12: Distribution of topic 8 in Spanish-language periodicals.

gender-stereotypical model of the cortejo, i.e. a (younger) man maintaining a very close
relationship with a married woman or widow who he ‘visits’ (visitar) regularly.”! While
this (mostly platonic) form of relationship is not a moral offense in aristocratic tradition,
it is criticized and stigmatized in the Spectator periodicals.

Regarding the dissemination of the gender-related topics, the Spanish periodicals pur-
sue a similar strategy to their French-language precursors. Likewise, in the Spanish
Spectators virtuous and vicious gender-specific values, norms and practices are mostly
conveyed through stories and storytelling. Similar to the French topics 6 and 23, the topic
modeling process for the Spanish Spectators revealed topics with a high concentration

21. The term ‘cortejo’, which only exists in the masculine form, is not only used to designate the man in this
special relationship with a married woman, but also for the woman who allows herself to be courted, and
furthermore even to paraphrase the liaison itself (cf. He8e 2008, 135-136).
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Topic 8 Topic 9 Topic 11 Topic 17
virtud espafa hijo mujer
vida siglo mujer moda
amor lengua padre dama
corazon ciencia madre gustar
honor escribir criar hermoso
vivir nacion maridar adornar
placer mundo nifio hermosura
alma estudiar  familia personar
amar historia amor gracia
mirar leer amar sexo
mundo libro edad figurar
viciar arte tratar sefiora
honrar letra aflo bayle
noble sabio marido cortejo
despreciar idioma cuidar mirar
felicidad espafioles matrimoniar cabeza
desear ciencias sefiora naturaleza
efecto llamar esposo rostro
naturaleza antiguo hermano arte

0jo naciones  carifio visitar

Table 4: Gender-specific topics in Spanish-language Spectators.

of narrative vocabulary, such as in topic 2. Therein, narrative vocabulary revolves 458
around the semantic fields'of movement (e.g. venir — ‘to come’, salir — ‘to leave’, llegar 459
—‘to arrive’), speech (e.g. contar — ‘to narrate’, entender — ‘to listen’, palabra — “word”), 460
and time (e.g. afio — “year’, hora — ‘hour’, noche — ‘night’), all of which are important 461
components in a story. As can be discerned in Figure 15, topic 2 occurs in all Spanish 462
periodicals. 463

Figure 13: Distribution of topic 11 in Spanish-language periodicals.

22. Topic 2: venir salir pasar tomar mano afio llegar llamar mil quedar mundo volver entender contar hora
amigar oir acabar noche palabra
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Figure 14: Distribution of topic 17 in Spanish-language periodicals.

Figure 15: Distribution of topic 2 in Spanish-language periodicals.

7. Conclusion

With their gender-specific discourses, the Spectator press (co-)constructed, preserved,
and propagated abourgeois gender model which is still valid in socio-cultural perception
today. This contribution investigates 1,658 French- and 690 Spanish-language issues
which were analyzed with topic modeling using LDA. The findings with a focus on
gender-specific discourse match and reinforce the results from V6lkl’s study on narrative
and media-specific gender construction within the Spectator periodicals (Volkl 2022).

Using topic modeling, gender-specific topics were identified in the Spectator corpus.
Additionally, the application of topic modeling also showed that the Spectator press
employed a certain narrative vocabulary (French Spectators: Topic 6 and 23; Spanish
Spectators: Topic 2). Moreover, the comparison between the French- and Spanish-
language periodicals rendered similar results: The Spectator corpus of both languages
manifested several topics pertaining to a gender-specific discourse. This discourse
can be discerned explicitly in topics which exhibit terms referring to female or male
stereotypical models, or implicitly in topics which exhibit terms referring to virtuous
and vicious gender-specific values, norms, and practices. These concordances ascertain
that topic modeling as the method used for the present analysis can be successfully
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employed to question and confirm hypotheses gained through close reading.

In addition to our findings on the gender-specific topics in the Spectators, we described
the topic modeling workflow used in DiSpecs in section 4. We aim to make our analysis
process transparent for other researchers interested in this method. The research com-
munity can also benefit from the primary data available in TEL and the code, which all
are publicly available online (Ertler et al. 2011-2021, Scholger et al. 2019-2021, Scholger
et al. 2022).

The DARIAH-DE Notebooks that implement LDA topic modeling proved to be very
useful as a basis in our analysis workflow. With some adaptations and additional pre-
processing (especially segmentation and lemmatization) and post-processing steps
(e.g. results categorization and additional visualizations) we were able to produce
comprehensible and insightful results. Our own experience and the comparison with
other topic modeling projects allow us to conclude that pre-processing is a crucial part
of the analysis, since it strongly impacts the quality of the results. The decisions on the
respective steps depend on the research material and the specific project goals.

An advantage of topic modeling is the possibility to analyze more content than with
close reading, to illustrate the hypothesis on a broader level than through individual
examples, and to present the findings using different types of visualizations. Our topic
modeling analysis resulted in measurable data of a large text collection’s semantic
structure, which we were able to interpret and comprehensively demonstrate to the
Spectators research community. Furthermore, the analysis invoked some new insights
into the corpus. Concerning the gender-specific discourse in the Spectators, we saw
e.g. with topic 22 that the French translation of the Fermale Spectator is equipped with
a specific semantic vocabulary that can almost exclusively be found in this specific
periodical. This result can be attributed to the fact that in this case, we are dealing with
a translation and not with a genuine French periodical.

The primary data and the digital scholarly edition also benefit from the topic modeling
analysis. With the resulting topics, it is now possible to revise the keywords manu-
ally assigned to the individual issues and to further differentiate them. The list of 37
keywords was determined at the beginning of the digital edition project around 2011
and was only minimally expanded in the course of the project. Consequently, the list
seems somewhat arbitrary: culture- and language-specific topics — such as “Apologetic
of Spain” which only apply to a few issues — are on the same level as very broad topics
such as ‘Theatre, Literature, Arts” which combine three areas in one topic. Therefore,
the results from topic modeling help to expand and adjust the list of keywords for
thematic indexing, thus improving the analysis capabilities within the digital edition,
as demonstrated in LdoD Visual by Portela and Rito Silva 2017. The identified terms in
the topics can be incorporated into the TEI metadata header and subsequently used
for a more precise and sophisticated search not only at the document level but also on
specific text fragments.

Nevertheless, it is necessary to mention certain challenges in using topic modeling.
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Critics like Dobson argue that the variability of the output depending on the algorithms
and set parameters of the method is problematic (cf. Dobson 2021, §20), while Roe,
Gladstone and Morrisey also refer to the probabilistic nature of LDA causing variability
in individual runs even with the same parameters (cf. Roe, Gladstone, and Morrissey
2016, 4). While we did not compare our LDA results with other algorithms, we agree
with Schoch that these variations manifest themselves “in the details of word ranks
rather than in the general topics obtained” (Schoch 2017). Parameters have to be tested
for individual projects, but once optimized, the method provides relatively stable results.

Furthermore, Murakami et al. as well as Shadrova are skeptical towards methods
based on the bag-of-words approach because it ignores the grammatical structures and
semantic relations between words (cf. Murakami et al. 2017, 246, Shadrova 2021, 13-14).
While we do agree with this statement and believe that every scientific method should
be questioned, we also argue that digital methods are not supposed to take on our tasks
as humanities experts, but to facilitate research and help us to interpret our data. For
these reasons, using a combined approach of topic modeling (and text mining methods
in general) and close reading is essential, as well as the understanding of the material
itself. As Fechner and WeifS point out, itis not the topics that answer research questions
themselves, but the researchers through the interpretations of the topics (cf. Fechner
and Weifs 2017, 20).

Besides the contribution to the current state of Spectators research and to practical
applications of topic modeling, our work also lays the foundations for future work on
18th century literature. The presented results can be compared with similar research on
other genres of that time. In‘addition to the probabilistic topic modeling approach, we
intend to integrate transformer-based models to investigate a new corpus of Spanish
epistolary novels, which are considered to have continued propagating gender-specific
values, norms, and practices from the Spectators, while also representing an intermediate

step towards the 19® century novel.
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