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Abstract. This paper introduces a new framework for studying the moral his-
tory of the novel through the lens of large language models (LLMs). Drawing
on over 9,000 Wikipedia plot summaries of 20th- and 21st-century novels, it
demonstrates how LLMs can surface the implicit life lessons – or story morals
– encoded in narrative summaries at scale. Building on recent work in moral
inference and narrative abstraction, the study proposes a reflexive, perspectival
approach that emphasizes interpretation over taxonomy. To account for the
semantic variability of LLM-generated morals, the study employs a randomized
prompt assignment strategy and analyzes the resulting moral keywords using
co-occurrence networks and hierarchical clustering, enabling the identification
of latent moral communities and comparison across modeling approaches and
time. Taken together, the findings argue for the value of LLMs not only in extract-
ing narrative values, but in enabling a new, culturally situated view of literary
history through computational means.

1. Introduction

A long tradition of literary criticism has emphasized the fundamental importance of
understanding the ethical concerns of stories. As Wayne Booth has argued, “All stories
teach” (Booth 1998, 354). Indeed, the didactic function of storytelling – that stories
have a moral or lesson to impart – is one of the oldest known functions of storytelling
(Gregory 2010). Aesop’s Fables are the best known version in the West, but similar
types of tales exist in both Hindu (Panchatantra) and Buddhist (Jatakas) traditions that
date back to around the fifth century BCE.

While we typically associate the concept of ‘story morals’ with such traditional genres,
critics like Booth (1998) and Nussbaum (1998) have argued that values-driven schemas
are intrinsic to narratives more generally. As Russell and Van Den Broek (1992, 344)
argue, “narrative schemas enable individuals to organize and represent experiences
and/or events as meaningful wholes that function as the bases for comprehension and
behavior.” In this sense, stories need not explicitly communicate moral sentiments (e.g.,
“Kindness is good” or “Thou shalt not murder”). Rather, they can address general life
lessons that may draw from, reinforce, challenge or extend existing moral frameworks.

This project seeks to construct a perspectival moral history of the novel by leveraging
large language models to distill the central values encoded in narratives. By ‘moral
history’ I mean the implicit or explicit general life lessons conveyed by stories and story-
tellers over time. What does fiction teach us? And how is this historically and culturally
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A Perspectival Moral History of the Novel

inflected? I use the term ‘perspectival’ here to capture a sense of the interpretive nature
of the project, that narrative values and lessons are not independent of observation but
are seen and derived from some point of view.

Capturing story morals is thus tied to the longstanding narratological focus on under-
standing narrative archetypes or schemas (Brewer and Lichtenstein 1980; Campbell
[1949] 2008; Frye [1957] 2020; Genette 1992; Propp [1928] 1968; Thompson 1955). As
cognitive scientists have argued, schemas are crucial ways through which we process
experience (Berns 2022). Where much of this earlier work focused on content-driven
questions (‘what happened?’), the attention to narrative morals focuses more on the
values and intentions of the storyteller, i.e., ‘why was this told?’ Like any schema, the
story moral aims to distill an organizing principle that governs the generation and
selection of narrative events and narrative perspective.

Large Language Models (LLMs) offer a potentially valuable new resource for this task
given the abstractive and synthetic nature of story morals. While LLMs still suffer from
hallucination with respect to fact-based extraction (L. Huang et al. 2023), they have
exhibited significant progress when it comes to abstractive reasoning tasks such as
narrative summarization (Subbiah et al. 2024; Zhang et al. 2024) or topic labeling (Pham
et al. 2024; Piper and S. Wu 2025). Indeed, deriving a story moral is in many ways
analogous to the tasks of narrative summarization or topic labeling, where a model is
tasked with abstracting higher-level narrative messages that are not explicitly present in
the text.

Another affordance of LLMs is that given their generative nature they allow researchers
to infer story morals in an unsupervised fashion, i.e., from the ‘bottom-up.’ Rather
than apply a pre-existing taxonomy that may not account for the diversity of cultural
behavior, as Dundes (1962) long ago criticized, LLMs enable researchers to potentially
surface a broader array of values and practices. This does not mean, however, that LLMs
are neutral observers. They are of course ‘pre-trained.’ They introduce yet another layer
of perspective into the interpretive process that we need to account for.

In this paper, I outline a workflow for this project I am calling a perspectival moral
history of the novel (Figure 1, Figure 2, Figure 3). It is crucial to remind ourselves
of Underwood’s dictum that we do not yet have a clear understanding of the broad
outlines of literary history, including the moral landscape of the modern novel (Un-
derwood 2019). To undertake this project I engage in a series of steps of LLM-assisted
narrative interpretation that move towards increasing levels of generality and struc-
ture (Figure 1). Beginning with stories themselves as interpretations of the world, it
proceeds through summarization and moralization and ends with the identification
of latent moral structures using co-occurrence networks and hierarchical clustering as
two possible exploratory methods. As I will demonstrate, each step involves an act of
perspective-taking that we need to build into the workflow.

This project utilizes Wikidata as its principal source of data, with plot summaries in
particular as the primary data object. While traditional criticism may balk at using
Wikipedia for literary study (or plot summaries for that matter), recent work in compu-
tational literary studies has illustrated Wikipedia to be an important resource for the
study of literature, especially comparative literature. It provides one kind of ‘lay reader’
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Figure 1: Overview of the story moral extraction task. Looking glasses indicate interpretive or
perspectival transitions.
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Figure 2: Schema of the many-to-
many relationship of wikiplots be-
tween each language edition.
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Figure 3: Schema of the LLM-based hermeneu-
tic circle.

view of literary history. As Fischer et al. (2023, 1) write in their preface to the special
issue, Wikipedia, Wikidata, and World Literature: “Despite the longstanding debate over
the canon, what Wikipedia and Wikidata show us is that there is no monolithic canon,
but many canons, depending on the data you choose to examine.”

The biases of Wikipedia contributors in terms of demographic distribution, for example,
are well known (Wikipedia Contributors 2024). As I show in Figure 4 (section 4), this
affects the kinds of genres represented in the data, the time periods for which there is
substantial data, and the choice of regions represented. But this is no less biased than a
dataset generated by academic elites. Each provides a different perspective on literary
history.

Wikidata is thus valuable for two principal reasons for this project. The first is the con-
tribution of human-generated narrative summaries. Extracting ‘story morals’ depends
on the ability to compress a long, complex narrative down to its essential components.
Summarization is a key step in the workflow (Hobson et al. 2024).

The second affordance of Wikidata is its multilingual and multicultural nature, i.e., the
interconnected nature of cultural perspectives that it contains. Plot summaries contained
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in Wikidata provide insights into these cultural perspectives: both in terms of what
works are chosen to be discussed and also in how the stories are reflected through the
practice of summarization. Rather than provide a canonical summary of a canonical
list of stories, Wikidata allows us to observe regional interpretations of story content
through the practice of summarization and selection (Figure 2; Hatzel and Biemann
2024). Each language Wiki provides a perspective not only of its own cultural artifacts
(English-language summaries of stories originally written in English) but also other
cultures (English-language summaries of stories originally written in Japanse and vice
versa). Wikidata allows us to move past the idealized ‘view from nowhere’ and instead
contend with the idea of a ‘situated world literature’ (Cheah 2015; Figure 3).

For the purposes of this paper Iwill illustrate theworkflowon a singleWikidata language
set (English) and leave to future work the challenge of multilingual moral reasoning.
The goal here is to demonstrate the ability of LLMs to generate common-sense based
interpretations of story morals given narrative summaries as inputs and experiment
with the process of moral aggregation (the final step shown in Figure 1). To do so, I build
off of prior work validating LLMs’ capacity to generate story morals across numerous
kinds of genres (Hobson et al. 2024; Zhou et al. 2024). In this paper, my focus will be on
refining this workflow for this particular data and exploring the kinds of interpretive
value this produces for literary historical analysis. As I hope to show, this method can
generate novel insights about the moral landscape of novels at large scale.

2. Prior Work

The organization of stories into broad, overarching categories is deeply rooted in the field
of narratology (Brewer and Lichtenstein 1980; Campbell [1949] 2008; Frye [1957] 2020;
Genette 1992; Propp [1928] 1968; Thompson 1955). Despite addressing narratives at
varying levels of abstraction, these models converge on a fundamental premise: Stories
inherently share common elements, and their selection is orchestrated by higher-level
schemas that shape the narrative’s construction and interpretation.

One of the fundamental challenges for this work is deciding how to select and identify
appropriate schemas as well as their level of generality. In the field of NLP, work related
to labeling narrative schemas ranges widely across a diverse set of approaches. Early
work by Chambers and Jurafsky (2009) focused on narrative schema detection focused
on identifying related event chains (Sims et al. 2019; Vauth et al. 2021; Yan andTang 2023).
The chaining together of event schemas has been integral to operationalizing the concept
of “plot” (Kukkonen 2014), including plot summaries and plotlines (Anantharama et al.
2022; Rashkin et al. 2020).

Other work has focused on detecting higher-level schemas such as “conflict” and “res-
olution” (Frermann et al. 2023), turning points (Ouyang and McKeown 2015; Piper
2015), folktale motifs (Karsdorp and Bosch 2013), story types such as “rags-to-riches”
(Fudolig et al. 2023; Reagan et al. 2016), and the more traditional concept of “genre”
(Dai and R. Huang 2021; Kundalia et al. 2020; Wilkens 2016).

The attention to story morals naturally draws connections to work on Moral Foundation
Theory (Graham et al. 2013), one of the more popular frameworks in the social sciences
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for thinking about the moral perspectives of cultures. MFT posits that human moral
reasoning is built upon a set of innate psychological foundations shaped by evolutionary
processes. These foundations – such as care, fairness, loyalty, authority, sanctity, and
liberty – underlie cultural variations in moral values and guide ethical decision-making.
Work in NLP has attempted to surface moral foundations in texts such as tweets (Liscio
et al. 2022; Rezapour et al. 2019; Roy and Goldwasser 2021; Roy et al. 2023) and folktales
(W. Wu et al. 2023), as well as identifying the potential moral foundations of LLMs
(Abdulhai et al. 2023; Scherrer et al. 2023). Vida et al. (2023) provide a useful overview
of the use of ‘morals’ as a concept within NLP research.

The key difference between the present work and prior work related to MFT or the
study of narrative archetypes is the absence of a pre-defined moral taxonomy. My aim
here is to uncover open-ended narrative-based moral frameworks using the generative
insights of Large LanguageModels. As Hobson et al. (2024) have shown, LLMs like GPT
produce interpretations that are both within the range of variance of human responses
and also most often preferred by independent human judges. As I will illustrate in the
next section, there are steps we can take to broaden the semantic variance generated
by LLMs to capture a wider cultural ‘perspective’ from any given model. Future work
will have to consider the extent to which LLMs can approximate multi-lingual and
multi-cultural perspectives in their outputs. For now, however, I focus on examining
LLM reasoning about narrative morals in a single language.

3. Methods: Surfacing Story Morals Using LLMs

Hobson et al. (2024, 13000) have proposed and validated a workflow for story moral
extraction using LLMs. In that work, the authors “define a ‘storymoral’ as a general lesson
that the narrator wishes to impart to the audience about the world“. Central to this concept is
the focus on a higher order value: Lessons are meant to encourage or discourage certain
behaviors, impart general wisdom to the reader, or influence their beliefs or worldview.
Story morals understood as lessons mean that they are not strictly synonymous with the
idea of moral “sentiments” (Vida et al. 2023). They focus instead on forms of behavior
and belief that may be integrated into or derived from pre-existing moral frameworks
but are not necessarily aligned with existing moral schemas.

To generate a story moral from a text, Hobson et al. (2024) use a two-level prompting
approach. They first ask the model to output the moral of a story in a single sentence
and then have the model output two keywords: one negative and one positive that
encapsulate the story moral. I modify this approach here in twoways that are relevant to
the data: First, I ask for three keywords instead of single positive and negative keyword
to allow for more overall semantic diversity; second, I include a catch for the model to
not output a story moral if the input is insufficient and also forbid the use of the word
empathy.1 Table 1 (top) provides an overview of the base prompt structure.

One aspect not explored by Hobson et al. (2024) is the issue of variability in generative
outputs. Large language models are known to be sensitive to prompt formulation, with

1. While the exclusion of the word empathy may appear subjective, I have found that models have an over-
whelming and at times misleading affinity for this term. While this deserves further attention, as we will see
the models have no trouble substituting synonymous keywords for this value.
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Prompt Structure Overview

Unit Prompt

Level 1 What is the moral of this story? State your answer
as a single sentence. If not enough information,
write NONE.

Level 2 Can you reduce this to three keywords? Don’t use
the word empathy.

Factorial Prompt Variants

Factor Levels / Description

Information Ordering Story summary appears in Top or Bottom.
Role Framing Present or Absent:

Today, you are an expert story interpreter. I will
give you a book summary and ask you a question
about it.

Question Phrasing Direct: What is the moral of this story?
Interpretive: How might one interpret the moral of
this story?

Table 1: Base prompting structure (Top) and experimental factors used in our 2×2×2 design
(bottom) to evaluate model sensitivity to moral extraction prompts.

Role = yes; Order = top; Phrasing = In-
terpretive

Role = no; Order = bottom; Phrasing =
direct

Today, you are an expert story
interpreter. I will give you
a book summary and ask you a
question about it. Here is the
summary: [SUMMARY] How might
one interpret the moral of this
story? State your answer as a
single sentence. If not enough
information, write NONE.

What is the moral of this
story? State your answer as a
single sentence. If not enough
information, write NONE. Here is
the summary: [SUMMARY]

Table 2: Examples of two prompt variants used in our 2×2×2 design. The left shows all three
positive changes while the right is the original base prompt.

even minor changes in phrasing often resulting in divergent outputs (Lu et al. 2022;
Reynolds and McDonell 2021; Sclar et al. 2023; Webson and Pavlick 2022). This prompt
sensitivity poses challenges for both the interpretability and replicability of LLM-based
analyses, particularly in open-ended tasks such as narrative understanding or moral
reasoning.

To assess the extent of prompt sensitivity for our moral extraction task, I conducted a
controlled experiment using a random sample of 100 story summaries. Each summary
was paired with eight prompting variants derived from a fully crossed 2×2×2 factorial
design (N=800) (Table 1, bottom). This design systematically varied three factors that
are independent of the base prompt meaning: (1) expert role framing, (2) information
ordering, and (3) question phrasing. All prompts in the experiment were submitted to
OpenAI’s gpt-4o-mini-2024-07-18 model via the API, using a temperature setting of
0.0 to minimize sampling variance. I show two examples of the factorial design prompt
structure in Table 2.

To quantify the effects of prompt variation, I computed pairwise Jaccard similarities

JCLS 4 (1), 2025, 10.48694/jcls.4168 6
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between the keyword outputs generated by each prompt configuration for the same
summary. This resulted in 28 pairwise comparisons across the eight prompt variants
for each of the 100 summaries. The mean Jaccard similarity across all prompt pairs was
0.38, with individual pairs ranging from 0.29 to 0.58, indicating that on average less than
40% of keywords overlapped between prompting runs on the exact same story set. The
most divergent combination was no_role-bottom-interpretive_phrasing while the
most convergent combination was role-bottom-direct_phrasing.

This high degree of variation across prompt types gives us a good indication of the inter-
pretive problem LLMs introduce. Even with the same model and the same temperature,
we can get divergent outcomes due to prompt structure. We can also expect this to be
true at the level of the models themselves. Different models will likely provide different
answers. To be sure, these answers are not independent of one another (i.e., random),
nor are they in some sense inaccurate because of their variability. As Hobson et al. 2024
show, LLM story morals are generally within the variance of human responses and this
consensus view is most often preferred by human judges. But the variability does tell
us that the semantic space of responses is wider than a single answer would indicate.
It gives us a first, valuable insight into the perspectival nature of LLMs as interpretive
agents.

Given this variance, I opt not to rely on a single formulation for the moral extraction
task (i.e., a ‘best prompt’). Instead, I aim to capture this interpretive diversity revealed
by the pilot by aggregating across multiple prompt perspectives (referred to as “conver-
gent validity” in the psychometric literature). To do this in a scalable way, I employed
a randomized prompt assignment strategy: Each story summary in the full dataset
was paired with exactly one prompt variant, but all eight prompt types were evenly
distributed across the corpus. As in the pilot experiment, prompts were submitted to
OpenAI’s gpt-4o-mini-2024-07-18 model via the API. This approach allowed me to
preserve the diversity introduced by prompt wording while minimizing the computa-
tional and financial costs associated with full prompt replication across multiple models.
Future work could explore additional prompt manipulation along with the inclusion
of more models to capture the full range of possible interpretive diversity encoded in
models. I provide examples of model outputs in Table 3.

4. Data: Wikipedia and Literary History

For the purposes of this project, I use a collection of 9,756 human-written story sum-
maries drawn fromEnglish-languageWikipedia for books published since the beginning
of the twentieth century. These summaries are based on Mark Riedl’s Wikiplots dataset
(Riedl 2024), which consists of 112,936 story plots extracted from any English language
article that contains a sub-header that contains the word “plot” (e.g., “Plot,” “Plot Sum-
mary,” etc.). David Bamman has provided a filtered version of this data that subsets by
“creative works” and “books” to capture the genre of novels (Bamman 2024). I further
filter Bamman’s version by removing any entries where the summary field is less than
40 words or overly long (> 1,325 words). Additionally, I filter for only publications
published after 1900, which represents the bulk of summaries in the data. This yields
summaries representing novels published in 116 countries, with the vast majority from
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Title Label Model Output

White Fang Moral The moral of the story is that resilience, loyalty, and
the capacity for change are powerful forces that can
transform even the most dire circumstances.

Keywords Resilience, Loyalty, Transformation

IQ84 Moral The moral of the story is that the quest for connection
and understanding transcends the boundaries of real-
ity and time, urging us to confront our past and the
complexities of our world to find true love and purpose.

Keywords Connection, Transcendence, Purpose

Play it as it lays Moral The moral of the story is that the search for personal
identity and meaning amidst the chaos of modern life
can lead to self-destruction if not anchored by genuine
connections and self-awareness.

Keywords Identity, Chaos, Self-Destruction

The Golden Notebook Moral The moral of “The Golden Notebook” is that the
quest for personal and artistic wholeness requires con-
fronting and integrating the fragmented aspects of
one’s identity and experiences.

Keywords Integration, Identity, Wholeness

Table 3: Examples of story morals produced by GPT-4o-mini across well-known books.

English-speaking countries. The average summary is 372 words long with an inter-
quartile range of 130 to 556 words. This dataset is accessible in our data repository
and hereafter referred to as ‘Wikiplots_Novel_EN.’ Figure 4 illustrates some descriptive
statistics of the data.

4.1 Validating Summary Quality

One question we might ask moving forward is whether the summaries are themselves
reasonable representations of the books they claim to represent. As with all summa-
rization assessment, this is not an easy question to answer. There is no right or best
summary. Indeed, my research question is not principally interested in the morals of
the underlying books themselves, but rather the morals of the books as they are captured
by the human summaries in different Wikipedias.

That being said, in addition to the quality checks mentioned above (removing overly
short summaries and adding a prompt catch for low information) I also perform a
small validation study to estimate the quality of the summaries’ relationship to their
source texts to get a rough estimate of the relationship between the summaries and their
sources.

For a subset of novels for which we have both the full text from Project Gutenberg and
corresponding summaries in our dataset (N = 122), I estimate the semantic similarity
between each novel and all candidate summaries. The underlying assumption is that an
accurate summary should be semantically closest to the book it describes, reflecting a
reliable condensation of its most salient content.

To measure semantic similarity, I divide each novel into 500-word chunks and embed
both the chunks and the summaries using the Sentence-BERT model all-MiniLM-L6-v2
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Figure 4: Overview of the Wikiplots_Novels_EN data used in this article.

from the sentence-transformers library. Each chunk is encoded into a 384-dimensional
embedding vector with L2 normalization enabled (normalize_embeddings=True) to
ensure comparability via cosine similarity. I then calculate the average cosine similarity
between all embedded novel chunks and each candidate summary, selecting the highest-
scoring match under both top-1 and top-3 conditions. The model achieves a top-1
matching accuracy of 72.80% and a top-3 accuracy of 87.20%. An error analysis of
mismatches suggests that summary length alone does not account for misattribution,
indicating that other factorsmay be influencing performance, including the coarseness of
the model itself. Nevertheless, this preliminary analysis suggests that an overwhelming
majority of summaries are indeed reflective of their source-texts and thus reasonable
proxies for the underlying books. Future work can expand on this by studying the
inter-cultural variation of story summaries on similar books.

5. Results

I begin my analysis by looking at the distribution of moral keywords. The first thing we
can observe is the long-tailed nature of keywords with 1,383 unique moral keywords,
586 of those appearing just once, 408 appearing more than five times, and only 133
(10%) accounting for 80% of all occurrences. Table 4 provides a snapshot of the most
frequent keywords across the entire dataset.

As we can see, our model and prompts provide novel insights into the high-level values
associated with the modern novel as seen through the eyes of Wikipedians. One way to
think about the contribution here is to contrast this taxonomy with the more traditional
kinds of abstractive information such as topics that have traditionally been extracted
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Keyword Count

consequences 1138
resilience 909
identity 875
connection 837
love 779
understanding 710
courage 623
truth 592
loyalty 580
sacrifice 554

Table 4: Top 10 most frequent moral keywords for Wikiplots_Novels_EN.

from narratives. Seen in this way, the story moral framework provides a new lens to
understand the narrative concerns of fiction over the past century not captured by topic
modeling or thematic concerns.

To gain a deeper understanding of these keywords, we can measure co-occurrence
patterns of moral keywords for the same stories. By transforming moral co-occurrences
into a network graph, we can better understand story morals at two levels of scale:
1) local semantic neighborhoods that can illustrate an individual term’s meaning by
identifying other terms it most often occurs with and 2) broader latent moral structures
that may exist across the dataset.

To do so, I first construct a co-occurrence network from the model outputs, where nodes
represent moral keywords and edges indicate how often two keywords co-occur within
the same story. To improve interpretability, I trim the network by filtering low-frequency
edges (< 10) and nodes (< 5) (N=72), and then apply multiple community detection
algorithms to identify clusters of related moral concepts.

To assess the robustness of the detected moral communities, I apply the following five
community detection algorithms to the co-occurrence network: The Louvain method
yields the highest modularity (0.31) with four communities, followed closely by the
Fast Greedy algorithm (0.30) which also identifies four clusters. Walktrap produces a
slightly lower modularity (0.27) and divides the network into five communities. Both
Infomap and Label Propagation produced only two communities and yielded the lowest
modularity scores (0.17), suggesting a weaker fit to the network’s structure. Overall, the
convergence of Louvain and Fast Greedy on a four-community solution with relatively
high modularity supports the presence of a stable latent structure within the moral
co-occurrence network.

Figure 5 visualizes the co-occurrence network using a force-directed graph layout and
Louvain community detection. I include the three most frequent labels for each com-
munity. The illustration helps us see greater clarity around the semantic associations of
the different keywords along with larger frameworks to which they belong. If we take
four communities as a reasonable estimate, we can infer high-level groupings around
distinct areas of Truth/Justice, Resilience, Identity/Growth, and Compassion.

A network graph is of course only one way of surfacing latent structure within the co-
occurrence matrix. Each method will shift our understanding of the moral communities
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Figure 5: Co-occurrence network of moral keywords in the Wikiplots_Novels_EN corpus.
Nodes represent moral concepts that appear together in story-level annotations, with edges
weighted by the frequency of co-occurrence. The network is trimmed to include only edges
with a frequency greater than 10 and nodes with at least five connections. Communities
are identified using the Louvain method and labeled by color. Node size reflects the log
frequency of each keyword, and labels illustrate the three most frequent keywords within each
community.
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Figure 6: Hierarchical clustering of moral keywords visualized as a Sankey diagram. The dia-
gram illustrates how clusters of moral concepts evolve across increasing levels of granularity,
from k = 2 to k = 6. Each node represents a cluster of keywords identified through hierarchi-
cal clustering based on cosine distances between normalized co-occurrence vectors. Edges
indicate how clusters at one level split into more fine-grained subgroups at the next. Nodes
are labeled with the three most frequent keywords in each cluster. Cluster width reflects the
average frequency of its top keywords.

by some degree. To explore the latent structure of moral keywords beyond discrete
community detection, I also apply hierarchical clustering to the co-occurrence matrix
(Figure 6). After filtering for keywords that appear in more than five stories (N=408), I
compute pairwise cosine distances between normalized keyword vectors and perform
agglomerative clustering using Ward’s D.2 method. The resulting dendrogram reveals a
multilevel hierarchy of moral groupings based on distributional similarity. To visualize
how these groupings evolve across different levels of resolution, I generate a Sankey
diagram showing how clusters at broader levels (e.g., k = 2) split into more refined
subgroups at lower levels (up to k = 6). Cluster nodes in the Sankey diagram are labeled
with their top three most frequent keywords, providing an interpretable summary of
their semantic focus.

Here we see some further nuance to our network-based method. A connection, love, and
understanding community emerges similar to the network, whereas resilience belongs
to the identity and growth community rather than the courage and perseverance one.
Consequences, the most frequent term overall, is located in a power and ambition cluster
here with truth more squarely associated with its antonyms deception and betrayal. Each
method produces slightly different insights into the data, where we might think about
how to aggregate these different aggregative measures into a more holistic view.

Finally, I analyze changes in the prominence of moral clusters over time by comparing
their relative frequency across decades (Figure 7). Using both network-based (Louvain)
and hierarchical clustering methods, each moral keyword is assigned to a cluster and
its frequency is tracked as a proportion of all moral keyword mentions in a given
decade. The resulting time series visualization reveals a striking degree of stability:
Despite cultural and temporal shifts, the relative ordering of cluster prominence remains
largely consistent within each method. Moreover, the comparison highlights important
differences in semantic emphasis. In the hierarchical model, the cluster labeled by
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Figure 7: Relative frequency of moral clusters by decade, comparing hierarchical and network-
based clustering methods. Each line represents a moral cluster labeled by its most frequent
keyword, with vertical position indicating the proportion of total moral keyword mentions
assigned to that cluster in each decade.

connection consistently dominates, suggesting a structurally central role for interpersonal
and relational themes. By contrast, the network-based clustering foregrounds resilience
as the most prominent and enduring cluster (with resilience second in the hierarchical
model), pointing to a model of morality more centered on perseverance and individual
strength. These contrasts illustrate how different modeling assumptions surface distinct
moral contours within the same narrative data.

6. Conclusion

In this paper, I have endeavored to illustrate three salient points: The value of LLMs for
extracting story morals at large scale, the value of Wikipedia for literary study, and the
value of seeing literature through the lens of moral concerns. Each of these areas offers
opportunities and challenges for future work.

As the work of Hobson et al. (2024) has shown and as we can see in section 5, LLMs
offer us a reliable means of extracting high-level narrative representations that would
have been unthinkable in the past. Nevertheless, even with the appearance of surface
validity, it is worth pausing to ask in what ways LLMs interpretively orient us towards
texts. Even though I have used a factorial variation approach to prompting and even
though Hobson et al. (2024) show that LLM-generated morals are within the human
range of labels, there are lingering questions about the overall semantic orientation
of language models given their known cultural biases. Language models still situate
us with respect to the text. Future work can focus on the effects of training data or
fine tuning on the ways in which ‘story moral’ inference depends on prior knowledge
– and more specifically ‘whose knowledge.’ To continue to foreground this issue of
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perspectivalism, we need to continue to better understand the intrinsic perspectives
encoded in LLMs.

In a similar vein, there is still much more work to do to understand the large-scale
insights offered by this methodology as it relates to the history of the novel. Even if we
take at face value the moral outputs as reasonable approximations of ‘general’ human
judgments, what exactly do these commitments to ‘truth,’ ‘resilience,’ and ‘connection’
mean? Who are the principal agents of these stories? What are the common settings,
genres, or topics that are associated with such lessons? Are there nuances to what it
means to be ‘resilient’ or who can exemplify it? And what if we go further down the
tree to understand novels of redemption or sacrifice? How many moral frameworks are
there according to the novel and how can we identify a more nuanced literary history
from this data? There is an opportunity here to explore methods for connecting the
large-scale structural insights we’ve been seeing to more granular understanding of the
moral concerns of novels.

Finally, to point in the other direction, how can we scale this workflow upwards to
encapsulate the multilingual level? What are the limitations and potential solutions
for working with less resourced languages than English when it comes to using LLMs?
How well can LLMs embody ‘cultural perspective’? Similarly, what limitations will we
encounter in the data when we collect multiple language versions of Wikiplots?

Despite these challenges, there is a tremendous amount of promise offered by LLMs for
the purpose of large-scale literary history and the moral history of the novel in particular.
Stories teach. Surfacing the kinds of lesson encoded in stories is an exciting prospect.
As we become less dependent on single, monolithic models, we can one day add-in a
further reflexive dimension where culturally specific models provide views of culturally
specific views of other cultures. Perspectives all the way down.

7. Data Availability

Data and code have been archived and are persistently available at: https://doi.org/
10.5683/SP3/0EYY0T.

8. Author Contributions
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